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A Message from the JTRF
Co-General Editors

The Summer 2014 issue 6f7 5 ontains the usual wide variety of contemporary transportation
topics that is the distinguishing characteristic-af5.) Topics in this issue include the following:

X 7UDI¢F VSHHG DW URXQGDERXWYV

x Equity analysis of mileage-based user fees

x Visibility of overhead guide signs on highways

x ,QFRPH DQG H[FKDQJH UDWH VHQVLWLYLWLHV RI FURVV

x Assessment of highway inventory data collection methods

Xx (ITHFW Rl JRYHUQDQFH IRUPVY RQ 1RUWK $PHULFDQ DLUS

X 6WDWH (VFDO FRQVWUDLQWY DQG KLJKZD\ SXEOLF SULY

,Q S0RGHOLQJ 7KURXJK 7UDI¢(F 6SHHG DW 5RXQGDERXWYV $C
als” Bashar H. Al-Omari, Khalid Ghuzlan, and Lina B. Al-Helo use a sample of 30 roundabouts in
three cities in Jordan to analyze various characteristics of roundabouts. The authors collected data
RQ WKH DSSURDFKLQJ VWUHHW IUHH ARZ VSHHG DUHD W\SH
width, and other dimensions and characteristics. They used the data to conduct a regression analysis
with roundabout circulating speed as the dependent variable. The authors found that it is mainly
GHSHQGHQW RQ WKH DSSURDFKLQJ IUHH ARZ VSHHG LQWHUC
width, and drive curve. Their average circulating speed model was found to be better th&n the 85
SHUFHQWLOH VSHHG PRGHO 7KH DXWKRUV UHFRPPHQG WKD
speed model to get more accurate estimates of the roundabouts’ operating speeds.

Justin D. Carlton and Mark W. Burris using National Household Travel Survey (NHTS) data
assigned transportation related taxation and expenditures to individual households in the Houston
area in “Comprehensive Equity Analysis of Mileage-Based User Fees: Taxation and Expenditures
IRU 5RDGZD\V DQG 7UDQVLW =~ 7KH DXWKRU IRXQG WKDW XV
implementation of mileage-based user fees (MBUF) would not have a pronounced effect on the cur
rent distribution of what households pay vs. what they receive in transportation expenditures. They
also found that MBUF would decrease the total number of miles traveled by 22.8% and increase
transit ridership by as much as 10.2%. The relative winners from MBUF in the Houston metro area
are rural and high income urban households while the relative losers are all other urban households.

In “Determing Cost-Effective Policy for Visibility of Overhead Guide Signs on Highways,”
Mohammed S. Obeidat, Margaret J. Rys, Eugene R. Russell, and Aditya Gund conduct two surveys
to determine state policy for increasing overhead guide sign visibility. A lighting survey and a retro
UHAHFWLYLW\ VXUYH\ ZHUH VHQW WR DOO VWDWH GHSDUWPF
VWDWHY FXUUHQWO\ LOOXPLQDWH JXLGH VLIQV DQG WKH PF
illuminate signs is Diamond Grade for legend and High Intensity for background. The authors also
conducted a cost analysis and they found that the LED light source and the high intensity types of
UHWURAHFWLYH VKHHWLQJ DUH WKH PRVW FRVW HIIHFWLYH |

Junwook Chi examines the long run impacts of Gross Domestic Product (GDP), real exchange
UDWH DQG WKH SURGXFHU SULFH LQGH[ 33, RQ 8 6 &DQDC
Exchange Rate Sensitivities of Cross-Border Freight Flows: Evidence from U.S.-Canada Exports
DQG ,PSRUWV E\ 7TUXFN 5DLO $LU DQG 3LSHOLQH =~ 7KH DX
Least Squares (FM-OLS) approach to evaluate the long run impacts of economic growth, exchange
UDWH DQG H[SRUW SULFH RQ 8 6 IUHLJKW H[SRUWYV DQG LP:
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LPSRUWLQJ FRXQWU\ LV DQ LPSRUWDQW GULYHU LQAXHQFLC
that economic growth of the country is a powerful factor in the relative intensity of bilateral freight
ARZV &KL IRXQG WKDW WKH UHDO H[FKDQJH UDWH LV SRVL
associated with U.S. exports, indicating that U.S. dollar appreciation against the Canadian dollar
increases demand for U.S. commodities in Canada, but weakens demand for Canadian-commaodi
WLHV LQ WKH 8 6 7KH DXWKRU DOVR IRXQG WKDW WKH &DQI
on U.S. freight exports by all transportation modes, but U.S. exports by pipeline are more sensitive
WR D FKDQJH LQ &DQDGLDQ *'3 WKDQ 8 6 H[SRUWV E\ WUXFN
in the paper provide important policy and managerial implications for cross-border transportation
planning in the U.S. and Canada.

In “A Comprehensive Assessment of Highway Inventory Data Collection Methods,” Moham
mad Jalayer, Huoquo Zhou, Jie Gong, ShunFu Hu, and Mark Grinter evaluated existing highway
LQYHQWRU\ PHWKRGV WKURXJK D QDWLRQZLGH VXUYH\ DQG
inventory collection (HIDC) methods on various types of highway segments. They conducted a
comparative analysis to present an example on how to incorporate weights provided by state DOT
VWDNHKROGHUV WR VHOHFW WKH PRVW VXLWDEOH +,'& PHW
study was to identify cost-effective methods for collecting highway inventory data for implement
ing the Highway Safety Manuel (HSM). They evaluated several photo/video and satellite/aerial
methods. Field trials for collecting HSM-related highway inventory data on four types of highway
segments (rural two-lane two way roadways, rural multi-lane highways, urban and suburban arteri-
als, and freeway) were performed to evaluate and compare various data collection methods.

Qi Zhao, Yap Yin Choo, and Tae H. Oum applied a stochastic cost frontier model to a panel of
54 major airports over the 2002-2008 period in “Effect of Governance Forms on North American
$LUSRUW (I¢FLHQF\ $ &RPSDUDWLYH $QDO\VLV RI $LUSRUW $
thors examine how the two dominant governance forms of publicly owned airports in the U.S. and
Canada, namely, operation and governance by a government (city, county or state) branch or by an
DLUSRUW DXWKRULW\ DITHFW DLUSRUW HI{¢FLHQF\ 7KH NH\ ¢
DXWKRULW\ DFKLHYH KLJKHU FRVW HI;{FLHQF\ RQ DYHUDJH
operated by a government branch, (b) the airports operated by a government branch have lower
ODERU VKDUH WKDQ WKRVH RSHUDWHG E\ DQ DLUSRUW DXW|
GLIIHUHQFH LQ WKH HI,(FLHQF\ SHUIRUPDQFH EHWZHHQ DLUS|
&DQDGLDQ DLUSRUW DXWKRULWLHYVY 7KH DXWKRUV DOVR FR
RI WKHLU FRVW PRGHO VLIQL,{FDQWO\ LPSURYHG WKH DFFXL
IXWXUH UHVHDUFKHUV WKDW LW LV ZRUWK LQFRUSRUDWLQJ I
(FLHQF\ PRGXOHV LQ VWRFKDVWLF IURQWLHU PRGHOV IRU PF

In “Do State Fiscal Constraints Affect Implementation of Highway Public-Private Partnerships?
A Panel Fixed Logit Assessment,” Zhenhua Chen, Nobuhiko Daito, and Jonathon L. Gifford em
pirically test one of the claims often made regarding the motivation of states for employing public-
private partnerships (P3s). The authors also empirically analyze how state P3 enabling legislation
affects the behavior of both the public and private sectors. Chen and co-authors conduct the empiri
FDO DQDO\VLYVY ZLWK D UHJXODU ORJLW PRGHO DQG D ¢[HG H
DIWHU FRQWUROOLQJ IRU VWDWH HFRQRPLF FRQGLWLRQV O
GHPDQG VWDWH ¢(VFDO FRQVWUDLQWY DUH QRW DVVRFLDWHC

OLFKDHO : %DEFRFN .R¢ 2EHQJ
Co-GeneraEditor Co-Generdkditor
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Modeling Through Traffic Speed at Roundabouts
Along Urban and Suburban Street Arterials

E\ %DVKDU + $0O0 2PDUL .KDOLG $ *KX]ODQ DQG /LQD % $0O +

$ WRWDO RI URXQGDERXWY ZLWK GLITHUHQW GLPHQVLRQV
FLWLHV LQ -RUGDQ 7KH FROOHFWHG GDWD LQFOXGHG WKH
W\SH HQWU\ ZLGWK FLUFXODWLQJ URDGZD\ ZLGWK H[LW ZL
GLDPHWHUYV FLUFXODWLQJ URDGZD\ VXSHU HOHYDWLRQ H(
UHJUHVVLRQ DQDO\VLVY VKRZHG WKDW WKH HQWU\ ZLGWK LQ\
DSSURDFKLQJ ))6 DQG GULYH FXUYH ZHUH VLJQKSHDRBRMQ WQ G5
URXQGDERXW FLUFXODWLQJ VSHHG 7KH GHYHORSHG PRGHO
GHYHORSHG LQ WKH 8QLWHG 6WDWHYV DQG ,WDO\

,1752'8&7,21

5RXQGDERXW LV XVHG ZRUOGZLGH IRU FRQWUROOLQJ DW JlI
DQG HIIHFWLYHQHVY LQ WUDI{F FRQWURO )+:$ 7KH PR
intersection with channelized approaches, yield control at entries, and geometric curvature that slow
entering vehicles (FHWA 2000).

,Q UHFHQW \HDUV DQG ZLWK WKH ULVLQJ WUDI¢F VDIHW\ S
LQ DSSO\LQJ WUDI¢{F FDOPLQJ PHDVXUHVY DV SDUW RI WKHL
5RXQGDERXWY DUH RQH RI WKH PDMRU SK\VLFDO WUDI¢F FDO
UHFHQWO\ UHFHLYHG PRUH DWWHQWLRQ LQ PDQ\ FRXQWULH\

7KLY UHVHDUFK DLPHG DW TXDQWLI\LQJ WKH UROH RI WK
LQ UHGXFLQJ WUDI¢(F VSHHGY DORQJ XUEDQ DQG VXEXUEDQ
WKURXJK WUDI¢(¢F VSHHG DV D IXQFWLRQ RI WKH JHRPHWULF D
and its upstream approaches (entry road links before the roundabout).

/,7(5$785( 5(9,(:

6SHHG UHSUHVHQWY D IXQGDPHQWDO LVVXH IRU URDG GHV/|

considered as the most important variable in roundabout geometric design (FHWA 2000).
5RXQGDERXW FRQ¢{JXUDWLRQ IRUFHVY GULYHUV WR VORZ ¢

highway (entry road link before the roundabout), stop or yield at the roundabout area, then accelerate

to the speed along the downstream highway (exit road link after the roundabout), producing different

VSHHG SUR¢{¢OHV DV FRPSDUHG ZLWK RWKHU W\SHV RI LQW!

(Margarida et al. 2006).

Drivers approaching a roundabout usually reduce their speeds to safely enter the roundabout and
interact with other roundabout users. Their speed choice depends on several factors, including the
upstream approach width, circulating roadway curvature (curve radius of the circulatory roadway
DURXQG WKH URXQGDERXW DQG WUDI¢(F YROXPHVY DW WKH U]
2000). Antov et al. (2009) found that the midblock speed (speed at the middle of the road link before
the roundabout) and the inscribed circle diameter (diameter of the circle formed by the outer edge
of the road around the roundabout) affect the roundabout speed, and noticed that roundabout speeds
DUH XS WR KDOI RI WKH PLGEORFN VSHHGV ORQWHOOD HW DC(



Roundabouts

UDGLXV RI WKH FXUYH IRUPHG E\ WKH YHKLFOH SDWK DW WK&F
of the curve formed by the gradual shift in the vehicle path while moving from the road link to the
roundabout), and deviation angle (the angle between the straight vehicle path before entering the
roundabout and the tangent line of the curve formed by the vehicle path while entering the roadway)
as the main parameters that control the roundabout speeds.

Some studies have used the following AASHTO (2011) horizontal curve (a curve in the
plan location which connects two straight lines to change direction gradually) design equation
for estimating the roundabout circulating speed as a function of the super elevation (the vertical
distance between the heights of inner and outer edges of the roadway pavement), side friction factor

FRHI{(FLHQW RI IULFWLRQ LQ WKH SHUSHQGLFXODU GLUHFW

vehicle from sliding), and vehicle path radius (radius of curve formed by a vehicle path along the
horizontal curve):

The circulating speed was determined using the following AASHTO (2011) equation;

(1) V=1(127R (e +f))

Where:

9 SUHGLFWHG VSHHG IRU FLUFXODWLQJ WUDI¢F PRYHPHQ

R = radius of vehicle path (m).

e = super-elevation (m/m) (inner edge of curve is lower than the outer when e is positive).

f = side friction factor.

However, its application showed an overestimation in the through movement circulating speed
RI DURXQG NP K 75%

Bassani and Sacchi (2011) have developed the following empirical model in Italy for estimating
the roundabout circulating speed as a function of the internal circle diameter (diameter of inner
edge of the circulatory roadway around the roundabout), circulatory roadway width (the width of
the circular road around the roundabout), and roundabout entry width (the width of the road at the
point where entering vehicle path crosses the external circle diameterfyyith(R91 & SEE= 2.2:

(2) V85 = 04433 m]T C:R E'L

Where:
Vgs = 85-percentile operating speed at circulating roadway (km/h).
' 1= diameter of the internal circle (m).
«5= Width of the circulatory roadway (m).
¢ = width of the entry lane (m).
Chen et al. (2013) have evaluated roundabout safety utilizing the average approach speed
$$6 ZKLFK ZzDV GH¢{QHG DV WKH DYHUDJH RI HQWU\ FLUFXO
exiting speeds. They estimated the AAS as a function of the average roundabout diameter (average
of inscribed circle and central island diameters) and average roundabout roadway width (average
RI HQWU\ FLUFXODWLQJ DQG H[LW ZLGWKYV +HOV DQG 2UF
probabilities at roundabouts with larger drive curves that allow for higher driving speeds. They
GH¢{¢QHG WKH GULYH FXUYH ' DV D PHDVXUH IRU WKURXJK FL
path while moving from the entry road link to the roundabout and then to the exit road link) over the
length of the circulating path (road length inside the roundabout between points of entry and exit).
It is calculated using the following equation:

(0.25x L' +(0.50 x (U +2))’
() D= 012

:KHUH / 8 DQG RWKHU UHODWHG SDUDPHWHUYV DUH VKRZQ L
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JLIXUH '"HeQLWLRQ RI WKH "ULYH &XUYH

+HOV DQG 2UR]RYD ZLWK ORGL¢{(FDWLRQV

D = the drive curve; which is a geometric characteristic that depends on the shift (U) and tangent
distance (L)

U = the shift; which is the maximum horizontal distance between the imaginary line that represents
the right side edge of the road assuming the roundabout does not exist to the left side edge of
the circulating road around the roundabout at point MC

L = the tangent distance; which is the length of the straight imaginary line between points TC and
CT

R1 = the internal radius of the assumed vehicle path along the circulating road

R2 = the external radius of the assumed vehicle path along the circulating road
TC = the point of transition from tangent to curve
CT = the point of transition from curve to tangent

MC = the middle point of the circulatory roadway along the vehicle path between the two points TC
and CT
Daniels et al. (2011) found that the size of the central island does not affect the crash frequency,
ZKLOH WKH KLJKHU ODWHUDO GHAHFWLRQ ODWHUDO VKLIW I
WR WKH URXQGDERXW DW WKH URXQGDERXW HQWU\ WHQGYV
with Akgelik (2008).

'$7% &2//1(&7,21 $1' 5('8&7,21

A total of 30 roundabouts with different dimensions and characteristics were selected from the three
major cities in Jordan: Amman, Zarga, and Irbid (Al-Helo 2013). To avoid any bias in the collected
data, the roundabouts were selected from locations with good pavement conditions, away from any
XSVWUHDP RU GRZQVWUHDP WUDI¢F FDOPLQJ PHDVXUHYV RU F
level and straight road alignments.

*HRPHWULF GDWD ZHUH FROOHFWHG WKURXJK ¢(¢HOG PHD
included: roundabout external diameter (diameter of outer edge of the circulatory roadway around
the roundabout), internal diameter, circulatory roadway width, entry width, exit width, entry
deviation angle as shown in Figure 2, and the drive curve parameters (U, L, R) as shown in Figure 1.

9



Roundabouts

J)LIXUH 5RXQGDERXW *HRPHWULF (OHPHQWYV

$OVR (HOG PHDVXUHPHQWYV ZHUH PDGH IRU WKH FLUFXOD
distance between the heights of inner and outer edges of the pavement for the circular road around
the roundabout).

The speed data were collected using a laser radar gun during sunny days with dry pavement
FRQGLWLRQV DQG GXULQJ WLPHV ZKHQ WKHUH ZHUH QR SROL
speed (FFS) was measured at the midblock between the roundabout entry and the previous major
WUDI¢F FRQWURO GHYLFH RU DW P XSVWUHDP RI WKH HQW!
speed data were collected during off peak periods for the leading vehicles that have arrived at
WKH URXQGDERXW HQWULHV ZKHQ WKHUH ZHUH QR FRQALFW
roundabout circulating speed data were measured for 100 through moving passenger cars at the
middle of the circulatory roadway for each roundabout (point MC in Figure 1).

7KH VXI¢FLHQF\ RI WKH VDPSOH VL]H ZDV WHVWHG XVLQJ H

DQG NP KDQG FRQ{GHQFH LQWHUYDO RI FRQVLGHULQJ

AR
(4) N=[“]
Where:

N = Minimum sample size
= I1XPEHU RI VWDQGDUG GHYLDWLRQV FRUUHVSRQGLQJ

IRU FRQ¢GHQFH OHYHO
S = Sample standard deviation (km/h)
d = limit of acceptable error in the average speed estimate (km/h)

It was found that the adopted sample size of 100 vehicles at each roundabout is higher than the
required sample size for the three values of acceptable error (except for two roundabouts at 1 km/
KRXU DFFHSWDEOH HUURU $00 URXQGDERXWY VDWLV{HG W

10
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NP K ZKLFK LV XVXDOO\ DGRSWHG LQ PRVW WUDI¢{F HQJLQHH
GH¢;QHG LQ 7DEOH DQG D VXPPDU\ RI WKH FROOHFWHG GDW

7TDEOH /ILVW RI 9DULDEOHY 8VHG LQ WKH 6WXG\

9DULDEOH 6\PERO 8QLW
Internal circle diametér D, m
External circle diameteér D, m
Entry Width W, m
Circulatory roadway width A m
Exit width® W, m
Drive curvé DC m
Super Elevation SE %
Entry deviation angfe A, Radian
FFS of the upstream approéch \A km/h
Area typé® AT -

tInternal circle diameter diameter of inner edge of the circulatory roadway around the roundabout.
2External circle diameter = diameter of the circle formed by the outer edge of the road around the roundabout.
S(QWUN (LGWK WKH ZLGWK RI WKH URDG DW WKH SRLQW ZKHUH DUULYLQJ YH
4Circulatory roadway width = the width of the circular road around the roundabout.
SExit width = the width of the road link after the roundabout at the point where vehicles exit the roundabout.
5Drive curve = geometric characteristic that depends on the shift, tangent distance, and vehicle path curve radius.
Super Elevation = the vertical distance between the heights of inner and outer edges of the roadway pavement.
8Entry deviation angle = the angle between the straight vehicle path before entering the roundabout and the tangent line of
the curve formed by the vehicle path while entering the roadway.
9))6 RI WKH XSVWUHDP DSSURDFK IUHH ARZ VSHHG Rl WKH HQWU\ URDG OLQ
1%Area type = roundabout surrounding area type as urban or suburban.

7TDEOH &KDUDFWHULVWLFV RI WKH &ROOHFWHG 'DWD

Variable W, W, Wy De D DC U L Ae SE Va
Mean 6.6 42.1 | 10.6 0.31 | 0.25 | 52.0
Std. Dev | 1.14| 1.25 1.54 18.1 204 | 83 26.8 0.13| 1.88 8.44
Min 4.0 4.50 5.00 18.3 | 00.0 | 35.0 0.10 32.0
Max 10.00 | 11.50 95.0 | 29.0 | 151.0| 0.54] 4.32

$1$/<6,6 $1' 02'(/ '(9(/230(17

Regression analysis was used to estimate the roundabout circulating speed as a function of the main
LQAXHQFLQJ JHRPHWULF DQG RSHUDWLRQDO IDFWRUV LQFO
width, entry deviation angle, circulatory roadway width, exit width, circulatory roadway super-
elevation, drive curve, and external and internal diameters. Table 3 shows that the average and 85th
percentile roundabout circulating speeds have high correlations (abd&)en@t3 the upstream
DSSURDFK ))6 DQG UHVSHFWLYHO\ "“GHGA RavleRUUHO
occurred with the area type, entry width, internal diameter, external diameter, and drive curve, while

11



Roundabouts

low correlations (below 1/9 have occurred with the super elevation, circulatory roadway width,

and deviation angle.

7TDEOH &RUUHODWLRQV RI 9D UL BHOHNQAN MAH$¥ HWHXIGI DIVQL® J

9DULDEOH Pearson Correlation

V & DYJ V & WK
Upstream Approach FFS (Vv
Area type (AT*) 0.543
Internal Diameter ([ 0.511 0.396
External Diameter () 0.491
Entry Width (W) 0.530 0.481
Drive curve (DC) 0.426 0.523
Super-elevation (SE) 0.286 0.332
Circulatory Roadway Width (W 0.196 0.090
Exit Width (W) 0.033
Deviation Angle (A) -0.284 -0.399

AT = 0 (Urban), 1 (Suburban)

The Stepwise regression method (Using the IBM SPSS Statistics 19 computer package) was
XVHG WR VHOHFW WKH PRVW VLIJQL¢{;FDQW YDULDEOHY IRU H'
about circulating speeds producing the following two models:

(5) Vegsin=14.321 + 0.196 @ 0.655 W+ 0.11 D+ 0.048 DC -11.96 A
With R?=0.89, Ry DQG VWDQGDUG HUURU RI WKH HVWLPDWH

(6) Ve ag=11.098 + 0.183 ¥ 0.645 W+ 0.11 D ‘& . $

With R?= 0.93, R, = 0.92, and SSE = 0.95

Where: Mg = 88" percentile circulating speed (km/h)
V. ag = Average circulating speed (km/h)
Va = Upstream approach FFS (km/h)
W, = Entry width (meter)
D, = Internal circle diameter (meter)
DC = Drive curve (meter)
A = Entry angle (radian)

7TDEOHVY DQG VKRZ WKDW WKH LQWHUFHSW WKH YDULDE
ZLWK FRQ,{GHQFH LQWHUYDO 7KH GLVWULEXWLRQ RI WKt
VKRZHG WKDW WKH\ VDWLVI\ WKH QRUPDOLW\ DVVXPSWLRQ D
relationships between dependent and independent variables with no need for any transformation.

12
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$OWKRXJIK WKH WZR PR G HQ ahddWSSE val@s) e @Hige rourdébéut
circulating speed model {3 = 0.92, SSE = 0.95) is stronger than the 85th percentile roundabout

circulating speed model fal'}’J

66(

DV LW, taboVower 38EH/BIués. This
is because the average speed is more representative of different vehicles speeds and more sensitive

W

WR WKH HIITHFWV Rl WKH LQAXHQFLQJ IDFWRUV WKDQ WKH
7TDEOH 6WDWLVWLFDO &KDUDFWHULVWLFV RI ORGHO
Source Sum of Squares Df Mean Square F Sig.
Regression 5 38.524 .000
Residual 46.985 24 1.958
Total 29
R?=0.889, R,;=0.866, and SSE =1.39
ardize
Variables 8QVWDQGDUGLIHG &Séa]gci‘ﬂqﬁz% Q&/\MV Sig.
B Std. Error Beta
(Constant) 14.321 2.312 6.193 0.00¢
W, 0.655 0.251 0.198 2.606 0.016
D, 0.020 5.490 0.000
DC 0.048 0.016 0.238 2.963
Va 0.196 0.434 5.322 0.000
Ae -11.964 2.915 -0.400 -4.104 0.000
7TDEOH 6WDWLVWLFDO &KDUDFWHULVWLF RI ORGHO
Source Sum of Squares Df Mean Square F Sig.
Regressin 5 59.469 .0000
Residual 24
Total 29
R?= 0.931 and Ry DQG 66(
t di
Variable 8QVWDQGDUGL]HG %%‘ﬁ@féfeggﬁ(yv : sig
B Std. Error Beta
(Constant) 11.098 1.631 6.805 0.000
W, .645 224 3.640 0.001
D 110 .014 .548 0.000
DC .011 .155 0.026
Va .183 .026 .465 0.000
A, -9.268 2.056 -.356 0.000

These models are consistent with the Bassani and Sacchi (2011) model in terms of estimating
the roundabout circulating speed as a function of the internal circle diameter and entry width.
However, the circulatory roadway width was included in the Bassani and Sacchi (2011) model,

ZKLOH LW LV UHSODFHG E\ WKH XSVWUHDP DSSURDEFK

study’s models.

I[UHH A
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The average and 85th percentile roundabout circulating speeds are directly proportional to the
XSVWUHDP DSSURDFK IUHH ARZ VSHHG HQWU\ ZLGWK LQWHU
are inversely proportional with the entry angle.

7KH DUHD W\SH ZDV QRW VLJQL{FDQW LQ WKH WZR PRGHC
XSVWUHDP DSSURDFK IUHH ARZ VSHHG 6XEXUEDQ VWUHHWYV
urban streets.

$V HQWU\ ZLGWK LQFUHDVHY GULYHUV FDQ KDYH PRUH AH|
WKH URXQGDERXW VXFK WKDW WKH\ FDQ NHHS KLJKHU VSHF
IUHH ARZ FRQGLWLRQV $OVR LQFUHDVLQJ WKH HQWU\ ZLGW
in the vehicle movement at entry due to entry curvature) imposed on vehicles at entry which allow
for lower curvature that reduces the side friction with adjacent objects at the entry (Margarida et
DO 7KH H[LW ZLGWK ZDV QRW VLJQL¢{FDQW LQ WKH PRG
circulatory roadway midpoint, where speed measurements were conducted.

Increasing the drive curve reduces the curvature in the driver’s path inside the roundabout,
which results in an increase in the circulating speed. This is consistent with the Hels and Orozova

VWXG\ ZKLFK IRXQG WKDW URXQGDERXWY ZLWK ODUJHU

The entry deviation angle is inversely proportional with circulating speed, which is in agreement
with Daniels et al. (2011). This is expected as increasing entry curvature increases entry angle and
leads to a decrease in the entry speed (Montella et al. 2012).

7KH VL]IH RI WKH LQWHUQDO FLUFOH GLDPHWHU KDV D VLJ
determines the curvature of the driver’s path, which in turn determines the speed at which drivers
can travel along the roundabout circulating roadway. This is consistent with the AASHTO (2011)
horizontal curve design equation and the Bassani and Sacchi (2011) models. The roundabout external
GLDPHWHU zZDV QRW VLIJQL¢(¢FDQW LQ WKH PRGHOV EHFDXVH
circulating roadway to reduce the curvature effect and keep relatively higher speeds; so the internal
diameter was more important than the external diameter. The circulatory roadway width was also
QRW VLIQL¢,¢FDQW LQ WKH PRGHOV EHFDXVH LW KDV PRUH LQ
FLUFXODWLQJ VSHHG )XUWKHUPRUH WKH FLUFXODWRU\ URL
models because not much variability was observed in this factor between the selected roundabouts
for this study.

&203$5,621 :,7+ 27+(5 02'(/6

Comparisons were made between the proposed model in this study with the predictions based on
Bassani & Sacchi (2011) and AASHTO (2011) models.

In order to estimate the circulating speed using the AASHTO (2011) equation (1), the vehicle
path radius while circulating was assumed equal to the internal circle radius plus 1.5 m as recom
PHQGHG E\ 75% 7KH VXSHU HOHYDWLRQ ZDV PHDVXUHG |
instrument. The side friction factor was estimated as a function of speed using the AASHTO (2011)
design charts. The estimated side friction values were in the range of (0.25-0.35) corresponding to
VSHHG YDOXHV RI WR NP K

In using the Bassani & Sacchi (2011) model, the required geometric parameters are the entry
DOG FLUFXODWRU\ URDGZD\ ZLGWKY DQG WKH LQWHUQDO FLL
this study for all roundabouts.

Both AASHTO (2011) and Bassani & Sacchi (2011) models were applied to this study’s
URXQGDERXWY EDVHG RQ WKH FROOHFWHG ¢HOG GDWD DQ
plotted against the observed data as shown in Figures 3 and 4. It can be seen that the roundabout
circulating speed values are underestimated by the AASHTO (2011) equation and overestimated by
the Bassani and Sacchi (2011) model. The developed models in this study have shown much better
estimations for the measured roundabout circulating speed values as shown in Figures 5 and 6.

14
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The paired t-test was used to check if the differences between the actual and predicted circulating
VSHHG DUH VLJQL,{FDQWO\ IDU IURP JHUR 7DEOH VKRZV WKI
statistical differences between the actual and predicted circulating speed by the AASHTO (2011)

PRGHO PHDQ RI NP K VWDQGDUG GHYLDWLRQ RI W
Bassani & Sacchi (2011) model (mean of -10.52 km/h, standard deviation of 8.32, t-ratio of - 6.93,
DQG 3 YDOXH 7TKXV WKH K\SRWKHVLV WKDW WKH GHY
two models.

JLIXUH $$6+72 (TXDWLRQ 3UHGLFWLRQV YV OHDVXUHG

S5RXQGDERXW &LUFXODWLQJ 6SHHGV

15
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YLIXUH

%DVVDQL 6DFFKL ORGHO BUHGLFWLRQV YV OH
5RXQGDERXW &LUFXODWLQJ 6SHHGYV

YLIXUH

3URSRVHG ORGHO ORGHO SUHGLFWLRQV YV OHDV
S5RXQGDERXW &LUFXODWLQJ 6SHHGYV

16



JTRF Volume 53 No. 2, Summer 2014

J)LIXUH BURSRVHG ORGHO ORGHO SUHGLFWLRQV YV OHDV
5RXQGDERXW &LUFXODWLQJ 6SHHGV

7TDEOH 3DLUHG W 7HVW IRU &RPSDULQJ WKH '"HYHORSHG 0ORC(

%DVVDQL 6DFFKL ORGHOV
Pairs Mean | ST.DEV, SE. MEAN T P-value
Observed Vs. Predicted by AASHTQ 541 0.99 0.000
Model
Obseryed Vs. Predicted by Bassan 8510.52 8.32 152 6.9 0.000
Sacchi Model

The measured circulating speeds were also regressed against the computed values using the
AASHTO (2011) and Bassani & Sacchi (2011) models. The results showwddLBR 5 % and SEE
RI IRU WKH $$6+72 2 of PFBC4-h06d SBE)IB3.50 for the Bassani & Sacchi
(2011) model. The developed models in this study have much higheariel lower SSE values;
(R%q = 0.866, SSE = 1.39) for model 5 and,(R 66 ( IRU PRGHO

7KHVH GLIIHUHQFHYV PD\ UHIHU WR WKH IDFW WKDW WKHVt
factors in addition to the differences in driver behavior between developed and developing countries.

6800%5< $1' &21&/86,216

7KLV VWXG\ DLPHG DW TXDQWLI\LQJ WKH URXQGDERXWTYV URO
VSHHGY DORQJ XUEDQ DQG VXEXUEDQ VWUHHW DUWHULDOV E
points of the roundabout’s circulatory roadways as a function of the geometric and operational
characteristics of roundabouts and their upstream approaches.

Field data were collected from 30 roundabouts with different dimensions and characteristics,
selected from three major cities in Jordan: Amman, Zarga, and Irbid. The collected data included
WKH DSSURDFKLQJ VWUHHW IUHH ARZ VSHHG DUHD W\SH F
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width, roundabout internal and external circle diameters, circulating roadway super elevation, entry
deviation angle, and drive curve.

Based on the regression analysis, it was found that the roundabout circulating speed is mainly
GHSHQGHQW RQ WKH DSSURDFKLQJ VWUHHW IUHH ARZ VSHHG
entry width, and drive curve. The circulating speed is inversely proportional with the entry deviation
DQJOH ZKLOH LW LV GLUHFWO\ SURSRUWLRQDO ZLWK DOO RV
operating speeds can be reduced by increasing the entry deviation angle or reducing the approaching
VWUHHW IUHH ARZ VSHHG LQWHUQDO FLUFOH GLDPHWHU HQ
speed model was found to be better than thepgscentile speed model. It is recommended that
WUDI¢F HQJLQHHUV XVH WKH DYHUDJH FLUFXODWLQJ VSHHG
roundabouts’ operating speeds.

6LIQL,FDQW GLIIHUHQFHYV ZHUH IRXQG EHWZHHQ WKH PHEC
their corresponding predicted values by the AASHTO (2011) equation and Bassani & Sacchi (2011)
PRGHO 7KHVH GLIIHUHQFHV PD\ UHIHU WR WKH IDFW WKDW W
factors in addition to the differences in driver behavior between developed and developing countries.
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Comprehensive Equity Analysis of Mileage-Based
User Fees: Taxation and Expenditures for
Roadways and Transit

E\ -XVWLQ &DUOWRQ DQG ODUN %XUULV

8VLQJ 1DWLRQDO +RXVHKROG 7UDYHO 6XUYH\ GDWD DQG LQI
WUDQVSRUWDWLRQ UHODWHG WD[DWLRQ DQG H[SHQGLWXUF
WKH +RXVWRQ &RUH %DVHG 6WDWLVWLFDO $UHD &%6%$ 8VL
UHVHDUFK GHPRQVWUDWHG WKDW LPSOHPHQWDWLRQ RI D OL
D SURQRXQFHG HIIHFW RQ WKH FXUUHQW GLVWULEXWLRQ RI
LQ WUDQVSRUWDWLRQ H[SHQGLWXUHVY 7KH UHODWLYH ZLQQI
ZKLOH WKH UHODWLYH ORVHUY DUH DOO RWKHU XUEDQ KRXYV

,1752'8&7,21

The fuel tax in the State of Texas, which consists of $0.20 applied to each gallon of gasoline
purchased, has not increased since 1991. Both the Texas gasoline tax rate and the Texas diesel tax
rate rank 40 in the country, with only 10 states having a lower tax rate (API 2013). From 1991 to
WKH 6WDWH RI 7H[DV IXHO WD[ KDV ORVW Rl LWV SXUF

From 1980, the vehicle miles traveled in the Unites States increased by 95.5%, while the lane-miles
have only increased by 8.8% (OHPI 2008). Even though mileage is increasing, experts estimate that
DYHUDJH IXHO FRQVXPSWLRQ ZLOO GURS E\ DV PXFK DV E\

75% 7KH 2EDPD DGPLQLVWUDWLRQ UHFHQWO\ (QDOL]HG
Rl FDUV DQG OLJKW GXW\ WUXFNV WR PSJ E\ ZKLFK Zl1
situation (NHTSA 2012).

According to the Texas Transportation Needs 2030 Committee, it will take a total investment
RI ELOOLRQ GROODUV E\ LQ RUGHU WR PDLQWDLQ FXU
trillion economic burden due to wasted fuel, time, and maintenance costs (Texas 2030 Committee

:KLOH LQVXI¢FLHQW LQYHVWPHQW LV D FULWLFDO LVVX
E\ XVHUV RIWHQ GR QRW UHAHFW WKH WUXH FRVWV Rl WKDW
WHUPV RI GHOD\ DQG SROOXWLRQ 37KLV XQGHUSD\PHQW FR
increased pavement damage, capacity shortages, and congestion” (NSTIF 2009). An analysis of
nine midwestern communities revealed that 80% of local funding was derived from mechanisms
unrelated to road use (Forkenbrock 2004).

The issues presented demonstrate the primary weakness of the fuel tax as well as the issue
with it going forward; it is not tied directly to roadway use. The lack of revenue sustainability has
generated concern over the fuel tax’s ability to meet infrastructure needs, and the potential drastic
consequences have prompted extensive research into funding alternatives for our transportation
related infrastructure. One such option is the Mileage-Based User Fee (MBUF), often called the
Vehicle Miles Traveled (VMT) Fee. A mileage based user fee would charge road users according to
the number of miles they drive, thus holding them accountable by directly tying the costs of road
XVH WR WKH EHQH{;WV UHFHLYHG 2YHU WLPH LW KDV EHFRP
economists that a MBUF system should be considered the leading alternative to the fuel tax (CBO
2011). Previous MBUF initiatives demonstrate how such a system could work and show how it
FRXOG OHDG WR D PRUH HTXLWDEOH DQG HI¢FLHQW XVH RI W

21



Mileage-Based User Fees

may reduce congestion simply because the true cost of driving is more visible to drivers (NSTIF
2009). These are among the reasons why an MBUF is an attractive alternative.

As with any method of taxation, equity becomes a primary concern. Transportation equity
LV GH,QHG DV WKH DFWXDO DQG SHUFHLYHG 3®*IDLUQHVV™ RI
(Litman 2002). While numerous studies have evaluated MBUF equity, none have addressed or
included transportation spending, only revenue generation. This means that the big picture of how
transportation taxation and expenditures interrelate is not well understood, i.e., how much does each
KRXVHKROG SD\ LQ WUDQVSRUWDWLRQ UHODWHG WD[HV DQG
expenditures? Understanding the myriad of potential equity issues involved in both transportation
taxation and spending is critical due to the widespread public mistrust of governmental agencies’
ability to handle money (Cronin 2012; Grant Thornton 2010). This paper addresses these issues by
focusing on the relation between transportation taxation and spending in the Houston Core Based
Statistical Area (CBSA).

/,7(5$785( 5(9,(:
OLOHDJH %DVHG 8VHU )HHV

MBUFs have become one of the most attractive alternatives to the fuel tax (CBO 2011, Larsen et al.

6RPH RI WKH EHQH¢{WV RI 0%8)V LQFOXGH LQFUHDVHG FR
PDQDJHPHQW DQG WUDI{(F UHGXFWLRQ WKH DELOLW\ WR SL
IRU IXHO HI¢FLHQW YHKLFOHV WKURXJK ORZHU UDWHV DQG
planning models (Forkenbrock and Hanley 2006).

There are several options for MBUF implementation, and they vary in complexity. Several
factors are key in MBUF implementation, though privacy is often the primary concern of the
public. Drivers in one study almost exclusively preferred the high privacy option (Hanley and Kuhl

7KH DSSURSULDWH DSSOLFDWLRQ RI WHFKQRORJ\ LV D
DQG SULYDF\ ,PSOHPHQWDWLRQ PHWKRGY LQFOXGH RGRPH!'
1&+53 KLWWH\ XVH RI FHOO SKRQH WHFKQRORJ\ %D

DQG RQERDUG XQLWV 2%8V XWLOL]LQJ JOREDO SRVLW
(RF) technology (Forkenbrock 2005; Hanley and Kuhl 2011; Puget Sound Regional Council 2008;
KLWWH\

One of the most notable studies took place in Portland, Oregon. In the study, an onboard GPS
receiver calculated the fees (rush hour miles, in-state miles, out-of-state miles) and transmitted them
YLD 5) WR WKH IXHO SXPS ZKLFK WKHQ FKDUJHG WKH GULY]
WKH SULPDU\ EHQH{/WV RI WKLV V\VWHP LV WKDW LW FDQ EH
allow drivers to pay their fees with their preferred payment method. It also eliminates the issue of
interstate travel. Should someone from another state drive through Oregon, they would pay the fuel
tax when refueling as they would do normally. Additionally, there is little incentive for tampering,
since users will be charged the regular gas tax if the onboard device is not functional. This also
DOORZV IRU WKH VA\VWHP WR EH SKDVHG LQ VORZO\ :KLWWH\
be implanted for local communities as well, potentially reducing property and other local taxes
(Forkenbrock 2005).

These initiatives and studies listed above have demonstrated that current technology is mature,
reliable, and capable of handling a MBUF system, making it a very possible reality. Given that
implementation is technically feasible, the potential impacts of such a fee will receive greater
scrutiny.
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Equity

Equity concerning transportation usually refers to the actual and perceived “fairness” of how cost
DQG EHQH¢{W LPSDFWV DUH GLVWULEXWHG $V ZRXOG EH HJ!
GH¢QH 2QH PXVW FRQVLGHU VHYHUDO W\SHV RI HTXLW\ LPS
man 2002).

7KHUH DUH WZR SULPDU\ FODVVL{FDWLRQV RI HTXLW\ 9H
impacts between individuals or groups with different needs and abilities. A polSyUfR JUHV VLY H
if it favors disadvantaged groups since it makes up for existing inequities. A polit\His UHfV VLY H
it excessively burdens the disadvantaged (Litman 2002). Typically, when the type of equity is not
VSHFL,;HG LW XVXDOO\ FRQFHUQV YHUWLFDO HTXLW\ 7KH LQ
those with higher incomes are subject to a higher tax bracket. This type of equity is based on the
“ability to pay” principle, which states that “consumers of governmental goods and services should
pay according their ability to pay, with lower income individuals paying less relative to those with
higher income” (Baker, Russ, and Goodin 2011). Public transit and paratransit address this type of
equity (NSTIF 2009).

Horizontal equity concerns the distribution of impacts between individuals or groups with
equal ability and need. In other words, “equal individuals and groups should receive equal shares
of resources, bear equal costs, and in other ways be treated the same” (Litman 2002). Therefore, no
individuals or groups should be favored over others. The income tax is criticized in this area because
there are various exemptions that allow households with the same income to pay different amounts.
7KH 3SEHQH;WV™ SULQFLSOH LV WKH EDVLV IRU WKLV W\SH RI
VKRXOG EH WKRVH WKDW EHQH{;W IURP WKH SXEOLF JRRGV D
and Goodin 2011). Geographic equity falls into this category and “refers to the extent to which
XVHUVY DQG EHQH¢{FLDULHY EHDU WKH FRVW EXUGHQ IRU WKH
based on their geographic proximity to those portions” (NSTIF 2009).

Studies show the fuel tax to be regressive when compared to driver income (CBO 2011; Larsen
et al. 2012; Weatherford 2012). Additionally, those studies suggest that an increase in either fuel tax
or MBUFs would be less regressive. One study indicated that low-income drivers pay more through
D ADW VDOHV WD[ WKDQ WKH\ ZRXOG WKURXJK DQ 0%8) 6FKZ
/I DUVHQ DSSOLHG GLIIHUHQW 0%8) UDWH VWUXFWXUHV IRU I>
driving for Texas travelers (Larsen et al. 2012). Results demonstrated that vertical equity changes
were minor. These results were similar to a previous study of Oregon drivers by Zhang (Zhang et
DO 0%8) WD[ VWUXFWXUHVY WKDW WDNH LQWR DFFRXQV
may not be worth implementing simply because the differences are very small on a per-month basis
IRU XVHUV :KLWWH\ $QRWKHU LPSRUWDQW ¢(QGLQJ LV \
tax more regressive (Larsen et al. 2012; NSTIF 2009). There is also evidence to suggest that rural
households would pay less under a mileage fee system (CBO 2011, McMullen et al. 2010).

DATA
IDWLRQDO +RXVHKROG 7UDYHO 6XUYH\

The 2009 National Household Travel Survey (NHTS) is a compilation of data collected from over
150,000 households across the United States and is available for download on its website (nhts.ornl.
gov). The Texas Department of Transportation (TxDOT) paid for 20,000 add-on surveys, bringing

the total for the State of Texas to 22,255 households and over 45,000 vehicles. Included in the
VXUYH\ GDWD DUH YDULDEOHV IRU KRXVHKROG LQFRPH YHKL
miles traveled, average price of fuel, and other important data that allow for easy computations
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without relying heavily on estimation (NHTS 2011). Additionally, the NHTS data include weights
so each household in the survey is representative of the population.

Missing values throughout the data set are perhaps the primary obstacle to its effective use. In
order to perform an analysis, these missing values need to be addressed. Additionally, according to
WKH 1+76 ZHLJKWLQJ UHSRUW WKH 7H[DV GDWD ZHUH ZHLJK
any subareas. Since the analysis in this research concerned only the Houston CBSA, these existing
ZHLJKWV PD\ QRW SURSHUO\ UHAHFW WKH GHPRJUDSKLFV LQ
WKH VXUYH\ ZzZDV (OWHUHG DQG UH ZHLJKWHG

JLOWHLUKI® » UVW VWHS LQ WKH ¢OWHULQJ SURFHGXUH ZDV WHF
roadway vehicles. Consequently, this also means that households with zero vehicles were removed
IURP WKH YHKLFOH VXUYH\ (OH OHDYLQJ YDOLG YHKLFC

Missing data were addressed using pairwise deletion, where only surveys with missing variables
relevant to the analysis were removed. Following this, any surveys with negative values for the
income, race, Hispanic status, urban/rural, best mile (VMT), fuel economy, or hybrid variables
were eliminated. Several variables, such as household size, were not missing any values due to
their having been hot deck imputed for the original NHTS weighting (Rizzo et al. 2010). When
using hot deck imputation, a missing entry is randomly assigned a value from a non-missing donor
entry. These donors are selected from a group based on eligible criteria that prevents unrealistic
combinations (for example, no seven-year-old drivers). The “Other Trucks” vehicle type variable
FDWHJRU\ zDV DOVR ¢OWHUHG RXW DV LW FRXOG LQFOXGH
focused on households, it was not practical to include large trucks because they are more often
associated with commercial businesses. Additionally, large trucks pay very different fees compared
with regular vehicles. For these reasons, the survey would not be representative of the population,
thus large trucks were not included. Finally, incomplete surveys (where not all eligible household
UHVLGHQWY (OOHG RXW WKH VXUYH\ ZHUH (¢OWHUHG RXW L
QRW LQAXHQFH WKH DQDO\VLV IRU H[DPSOH HQVXUH SXEOL
7TDEOH GLVSOD\V WKH VXUYH\V EHIRUH DQG DIWHU ¢(¢OWHULC
suggests uniformity across the CBSAs, indicating that no area is substantially different in terms of
survey completion.

7TDEOH 1+76 6 XUYH\V %HIRUH DQG $IWHU )LOWHULQJ E\ $UH/

6 XUYH 6 XUY H|\ 6XUY-|\6XUYH\6XUY_|\
+RXVHKRO®BXVHKR®®WVY H\Whicles | Vehicles )

Area . Vehicles

Before After Retained Before After Retained
Filtering Filtering Filtering Filtering

State of Texas 22,255 44,964

Austin CBSA 1,543 1,211 2,340

Dallas/Fort Worth

CBSA 4,521 8,962

Houston CBSA 4,043 3,004 8,054 5,828

San Antonio CBSA 2,054 1,590 4,099

"HLIKWIZ@&H (;OWHUHG UHVXOWY 7DEOH QHHGHG WR EH U
owning households in Texas. An iterative raking method was used for the weighting procedure,
RIWHQ FDOOHG SURSRUWLRQDO ¢WWLQJ ZKHUH ZHLJKWYV DU
for various demographic categories. Control totals are simply the total number of households in a
JLYHQ VWUDWD )RU H[DPSOH LQ WKHUH ZHUH KR X\
vehicle. The original NHTS weights for each household were used as the default starting values.
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'XH WR WKH GDWD ¢OWHULQJ WKH VXPPDWLRQ RI WKHVH ZH]|
don't equal the control totals. For each iteration, these weights were multiplied by the average
fraction required to cause them to sum to their respective strata control totals. This in turn causes the
required fraction to change. Over many iterations, the fractions converge to a value of 1, yielding

D VHW RI KRXVHKROG VXUYH\ ZHLJKWYV UHSUHVHQWDWLYH RI
accurately disaggregated by household size, family income, race, Hispanic status, vehicle count,
worker count, urban/rural location, home ownership, and CBSA location. The average weights for
each area are shown in Table 2.

7TDEOH $YHUDJH 6XUYH\ :HLJKW E\ $UHD

+RXVHKROGB/XUYH\HG
Area . K 6 XUYH\ 5HISUHVHQ
in Area +RXVHKRO
$SIWHU )LOW O +RXVHKROGV
\HG +RXVYHKROG
State of Texas 502
Austin CBSA 1,211 526
Dallas/Fort Worth CBSA 2,201,105 4,521
Houston CBSA 3,004
San Antonio CBSA 1,590 464

The control totals utilized in the weighting procedure were obtained from the American
Community Survey (ACS) through the American Fact Finder website of the United States Census
%XUHDX IDFW{QGHU FHQVXV JRY &RQWURO WRWDOV IRU W
determined based on data from the 2000 and 2010 United States Census. Since census years (2000
and 2010) were different from the ACS year (2008), the number of urban and rural households in
2008 was interpolated from the 2000 and 2010 census numbers.

The NHTS variable categories were adjusted to match the ACS categories. For example, any
1+76 HQWU\ ZLWK IRXU RU ¢YH SOXV ZRUNHUV SHU KRXVHKI
household, as the ACS survey only had groups for one, two, and three plus workers per household.
This effort provided the control totals (actual number of households in each strata). Maximum and
PLQLPXP ZHLJKWY ZHUH VHW LQ RUGHU WR SUHYHQW RYHU \

7KH YDOXHV IRU WKH PD[LPXP DQG PLQLPXP ZHLJKWYV ZH
of 2.0% of the households exceeded the maximum weight and were thus given a weight of 3,500.
A total of 5.6% of the households were below the minimum weight and were thus given a weight of
7KH ¢QDO ZHLIJKWHG WRWDOV FORVHO\ PDWFKHG WKH $&6
and San Antonio were within two households of their respective variable category control totals for
all variables.

The NHTS data set includes a set of 100 replicate weights, which are used to calculate more
accurate standard errors when doing statistical analysis of weighted survey data. These replicate
weights were put through the same weighting procedure as the survey data. These revised replicate
ZHLIJKWYV DUH XVHG LQ WKLV UHVHDUFK ZKHQHYHU VWDQGDU
results are reported. For further information on how to calculate standard errors using the NHTS
dataset, consult chapter seven of the NHTS User Guide (NHTS 2011).

Based on the re-weighted data set, there was no statistical difference between the demographics
of the four Texas CBSAs (Austin, Dallas/Fort Worth, Houston, and San Antonio). For example, the
DYHUDJH IXHO HI{(FLHQF\ IRU ORZ LQFRPH KRXVHKROGV ZDV
this reason, the results of the analysis are likely applicable to the other CBSAs in Texas with public
transit services.
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7UDQVSRUWDWLRQ 7D[DWLRQ DQG 6SHQGLQJ LQ WKH +RXVWR

In order to provide a complete perspective for a MBUF, the entire system in which it operates needs
to be understood. To achieve this aim, transportation related taxation and spending information was
collected from the sources listed in Table 3 and is presented in Table 4.

6 WD WH The Sti® of Texas imposes a tax on motor fuel purchases of $0.20 per gallon.
Additionally, the US Government imposes a $0.184 and $0.244 per gallon tax on gasoline and diesel,
respectively. Fuel tax is reported directly to the state by individual businesses, thus no information
is collected disaggregated at the county level (David Reed pers. comm.). As the NHTS data allow
the fuel tax to be directly calculated, total fuel revenues were not required. In addition to this, Texas
collects a 6.25% sales and use tax on motor vehicles as well as a tax on motor oil (Texas Comptroller
of Public Accounts 2013). The State also collects a motor vehicle registration fee. In 2008 this fee
was $40.80, $50.80, and $58.80 for 2002 and older models, 2003-2005 models, and 2006 and newer
models, respectively. All of these are deposited into the State Highway Fund, 25% of which is then
deposited into the school fund. The remaining amount is available for use by TxDOT.

Drivers license fees, vehicle inspection fees, driver record request fees, motor carrier penalties,
VWDWH WUDI¢F ¢QHYV DQG SURFHHGV IURP WKH GULYHU UHV
ORELOLW\ )XQG ZKLFK 7['27 XVHV WR (¢QDQFH PRELOLW\ UHO
2006). TxDOT also distributes grants for small transit related entireties (TxDOT 2008). The average
inspection fee per vehicle was $4.62, which was determined by dividing the total Texas revenue
IURP LQVSHFWLRQV E\ WKH WRWDO UHJLVWHUHG Y|
WKH IHH FROOHFWHG E\ WKH VWDWH DFWXDO LQVSHFWLRQ .
the service and are not included. The average fee for drivers licenses and driver record requests was

ZKLFK ZDV GHWHUPLQHG E\ GLYLGLQJ WKH WRWDO 7H]I
WKH WRWDO QXPEHU RI UHJLVWHUHG GULYHUV LQ WKH VWDW
annual expense, an average is appropriate.

& RXQW)\ [MHerFfxas Constitution allows for local entities to collect up to a combined 2%
sales tax (Texas Comptroller of Public Accounts 2013). Austin, Brazoria, Liberty, and San Jacinto
counties collect a 0.5% sales tax while the municipalities collected an average sales tax of 1.43%
(www.window.state.tx.us/ taxinfo/local/city.html). Texas also allows counties, which are often in
charge of collections, to add an additional fee to their vehicle registrations (See Table 4). Property
taxes ($/$100 of assessed value) are set by the local entity and stack on top of each other. For
example, one household may pay property taxes to the county, the city, a school district, utility
districts, and a special development district.

Some counties and cities have a designated fund or department devoted to transportation, though
this does not always include all their transportation spending (overhead and grants are often not
included). In order to obtain a reasonable estimate for county level transportation-related taxation,
the total county tax rates were multiplied by the percent of total revenue spent on transportation.
This information is also presented in Table 4. For example, the property tax for Brazoria County, not
including school or other districts, was .3988® DQG WKH FRXQW\ VSHQW R
RQ WUDQVSRUWDWLRQ 0XO W shidhiQah astikhbte\of thR averkig® @xpaid
WRZDUG WUDQVSRUWDWLRQ H[SHQGLWXUHYV $GGLWLRQDOO\
spent on transportation to get 0.094%, which is the average sales tax diverted to transportation.

26



JTRF Volume 53 No. 2, Summer 2014

7TDEOH 'DWD 6RXUFHYV

Data 6RXUFH ‘HE $GGUHVYV

Population United States Census Bureau IDFW¢,;QGHU FHQVYXV JRY
TxDOT Spending, TxDOT's District and County Statistics | www.txdot.gov/inside-txdot/

Registered Vehicles (DISCOS) GLYLVLRQ ¢QDQFH GLVFR)

Daily Vehicle Miles

Roadway Inventory Database
(TxDOT Planning Department)

www.txdot.gov/inside-txdot/
division/transportation-
planning.html

Vehicle Registration Fee,
Drivers License Fee
Revenue, Vehicle
Inspection Revenue

Texas Department of Motor
Vehicles,
Open Records Requests

www.txdmv.gov

Licensed Drivers

FHWA Highway Statistics

www.fhwa.dot.gov/
policyinformation/statistics.
cfm

Fuel Stations

County Business Patterns (GBP)
(United States Census Bureau)

www.census.gov/econ/cbp

County and Local
Property Tax

County Appraisal Districts,
Personal Communication

www.austincad.net, www.
brazoriacad.org, www.

chamberscad.org, www.fbcad.

org, www.galvestoncad.
org, www.hcad.org, www.
libertycad.com, www.mcad-tx
org, www.sjcad.org, Www.
waller-cad.org

County and Local Sales Tax

Texas Comptroller Window on State
Government Website

www.window.state.tx.us/
taxinfo/local/city.html

County Revenue,
County Transportation
Spending

County Websites,
Personal Communication

www.austincounty.com, www,
brazoria-county.com, www.
co.chambers.tx.us, www.
fortbendcountytx.gov, www.
galvestoncountytx.gov,
www.harriscountytx.gov,
www.co.liberty.tx.us, www.
co.montgomery.tx.us, Www.
co.san-jacinto.tx.us, Www.
wallercounty.org

Local Revenue,
Local Transportation
Spending

Municipal Websites,
Personal Communication

See Texas Comptroller Link
for List of Municipalities

Metro Sales Tax

Metropolitan Transit Authority of Harris

County (Metro)

www.ridemetro.org

Transit Revenue Miles

National Transit Database

www.ntdprogram.gov/
ntdprogram/

/IRFDO /HRHOPXQLFLSDOLWLHYV KRZHYHU WKH PHWKRG QHHGF
resolution was available for each entry in the NHTS survey. Certain issues were encountered
when collecting the required information from the local level. Each city has different accounting
VWDQGDUGYV JLYHQ WKH\ ZRXOG SURYLGH DQ\ ¢ QDQFLDO GRF
for transportation, while smaller cities only have line items, which required estimation for
transportation spending. The earliest available data closest to the year 2008 were used. As revenues
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and expenditures tend not to change dramatically from year to year, the numbers are assumed to
average to a reasonable estimate. Where information was not available, municipal revenue was
estimated based on linear regression of revenues versus population of known cities (Using data from
latest available census). Revenues and expenditures were only calculated if the municipality had a
sales or property tax on record.

Weighted average sales and property taxes were calculated based on the population of all
cities and towns in the county. The assumption for sales tax was that the majority of spending
occurs in one of these locations, with relatively little spending occurring in completely rural areas.
Weighted average property taxes were calculated the same way. However, they were only applied
to urban households, as few rural municipalities impose property taxes. Additionally, these small
municipalities are vastly outweighed by the larger cities. Next, the weighted averages were multiplied
by the average percent of local transportation-related spending in order to obtain an estimate for the
tax rate devoted to transportation. The results are listed in Table 4.

TUDQVALIWUPDWLRQ FROOHFWHG IRU WUDQVLW DJHQFLHV LV S
imposed a 1% sales tax on its constituent service areas (METRO 2013). By voter mandate, METRO
must appropriate 25% of this sales tax to its constituents for roadway-related improvements. The
same weighting method used for local level taxes was used for the 1% METRO sales tax, as a few
of its constituents were not wholly within Harris County. Colorado Valley Transit and The District
serve a few counties inside the Houston CBSA, though most of their service counties are not. Their
numbers in the table below are a weighted average based on population for the counties they service
within the Houston CBSA. By looking at the numbers presented, it is clear that METRO dominates
the totals. For this reason, an error in estimation for the smaller agencies will not have a substantial
impact as most effort focused on obtaining accurate data for METRO. The average expenditure per
unlinked trip was $5.39. Revenue miles per county are listed in Table 4.

7TDEOH 7UDQVLW $JHQF\ 'DWD 1XPEHUV DUH 5HVWULFWHG V

Agenc Total Fares 7TRWDO 8QOLTtdIHG Total Revenue
gency Collected Trips ([SHQG LW X\les

METRO 125,080,144 63,110,626

Galveston

eand Transit 499,920 $3,323,955

Fort Bend 165,386 $3,086,012

Gulf Coast | ¢5) 955 50,912 514,883

Center

Colorado Val | ¢\ 50 30,500 69,191

ley Transit

The District 1,593,112

Total 126,565,088

For the purposes of this research, transit fares were considered a private cost, similar to how an
individual's vehicle maintenance is a privately incurred cost. As the analysis focuses on taxation,
fares were not included. However, they were used to determine the increase in transit expenditures
due to increased ridership. This was included in case the analysis demonstrated a dramatic increase
in transit usage.
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Daily Vehicle Miles

In order to assign roadway expenditures to individuals, the total use of the system needs to be
determined. The daily vehicle miles (DVM) for a road segment is simply the annual average daily
WUDI¢F $%$'7 PXOWLSOLHG E\ WKH OHQJWK RI WKH VHIJPHQW
vehicle miles traveled (VMT). Information from the TXxDOT Planning Department's roadway
inventory database was used to create an estimate for the total DVM on state, county, and local
roadways disaggregated by county. For details on the estimation, the full report may be accessed
online (https://ceprofs.tamu.edu/mburris/ publications.htm).

The estimates created are presented in Table 6 and make intuitive sense. Counties with large
urban populations like Brazoria, Fort Bend, Harris, and Montgomery have a large number of local
miles driven, while rural counties such as San Jacinto have few. Estimates were also created for the
SHUFHQWDJH RI '90 GULYHQ RQ XUEDQ DQG UXUDO URDGZzZD\
San Jacinto has no urban areas, therefore no urban DVM. Based on the estimates, the total yearly
mileage for the Houston CBSA was 51.1 billion. The total mileage according to the NHTS data was

ELOOLRQ RU RI WKH HVWLPDWHG WRWDO ZKLFK OHDY
other commercial vehicles.

7TDEOH (VWLPDWHG '90 E\ 5RDG 2ZQHUVKLS

2ZQHU |Austin %UD]RULIDD & K D PHottBERd Galveston

State 1,269,543 4,560,600 2,420,542 6,556,343

County 104,280 1,153,050 1,112,898

Local 113,326 1,931,851 2,239,243 2,241,053

2ZQHU +DUUL|V /L H Nehtydmery | 6DQ -DFLQWR :DIOOHU
State 56,245,209 1,892,604

County 15,423,961 295,613 43,103 140,815

Local 25,089,105 1,635,423

7TDEOH SHUFHQW '90 E\ *HRJUDSKLF /RFDWLRQ

County B8UEDQ $UHD Rural Area

6 W D W HCounty /IRFDO| 6 WD W HCounty IRFDO

Roads Roads Roads Roads Roads Roads
Austin 8% 19% 91% 6% 2%
Brazoria 52% 15% 33% 16% 4%
Chambers 61% 12% 2% 1%
Fort Bend 63% 11% 26% 54% 44% 2%
Galveston 58% 13% 29% 54% 38% 8%
Harris 60% 12% 28% 23% 1%
Liberty 65% 11% 25% 85% 13% 2%
Montgomery 9% 21% 21% 2%
San Jacinto 0% 0% 0% 92% 6% 2%
Waller 4% 29% 95% 4% 1%
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&RQVXPHU 6SHQGLQJ

In order to apply sales taxes to individual households, disaggregated consumer spending habits are
required. Information from the Bureau of Labor and Statistic’'s 2008 Consumer Spending survey
is presented in Table 8 (www.bls.gov/cex). The BLS consumer survey contains expenditures by
line item disaggregated by income level. To estimate sales taxable expenditures, exempt line items
were removed based on Subchapter H of the Texas Tax Code (www.statutes.legis.state.tx.us/ Docs/
TX/htm/TX.151.htm). The average taxable auto purchases were included as well. This information
represents vehicle purchases only, not other related vehicle spending. Unfortunately, the survey
combined motor oil purchases with fuel purchases. For this reason, motor oil was not included in the
analysis, as the bulk of this line item (fuel expenditures) are calculated elsewhere in this research.

7TDEOH &RQVXPHU 6SHQGLQJ ZLWK 7D[DEOH (VWLPDWLRQ

sumer 7TRWDO 6DOHYV 7\WDEODHD[DEOH $XW

TRXVHKROG '5%%%HQGLCJ&RQVXPHU 6 $ H Q ®urGhases [

Less than $5,000 $23,036 $12,514 $430

$5,000 to $9,999 $19,125 $9,521 $810
$10,000 to $14,999 $21,120 $606
$15,000 to 19,999 $25,536 $12,968 $1,346
$20,000 to $29,999 $15,966
$30,000 to $39,999 $2,069
$40,000 to $49,999 $21,900 $2,098
$50,000 to $69,999 $50,465 $28,625 $3,093

WR $33,269 $3,114

$80,000 to $99,999 $38,619 $3,916
$100,000 and more $100,065 $59,140 $5,450

+RXVHKROG 3URSHUW\ 9dDER®HY $YHUDJIH +RPH 9DOXHV E\ +RX
+RXVHKROG ,QFRPH $YHUDJH +R
In order to apply the property taxe

. Less than $10,000 134,460
previously calculated, property values afe
required. Home values broken down hy $10,000 to $19,999
income were available for the American $20,000 to $34,999 131,140

&RPPXQLW\ 6 XUYH\ IDEFW /60000 $20 6dY X
gov). The average values are presented

in Table 9. The Harris County Appraisa} WR 155,150

District determines replacement values WR

(new value per square foot) for use in $100,000 or More 282,040

their appraisals (www.hcad.org/pdf/

BHVRXUFHYV BODVVB$SSUDLVDOB5HSRUWB:,QDOB SGI

quality class) for single family units, duplexes, townhomes, and apartments are similar (~10%).

Therefore, the correlation between income and home values presented in Table 9 will likely be

representative of other housing types as well. For mobile homes, however, the values are not
comparable. Because they account for 0.01% of all households in the Houston CBSA, they were
assumed to follow the correlation in Table 9 as well.
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Elasticity

$Q HODVWLFLW\ LV GHp@dE DV WKid SHUFHQYWDVWLFLW\ RI 7U

change inconsumptionresulting frorr_-
a percent change in price (Litman R X VHKROG ,QF RéDL[I_'E DQ Rural

) Quintile
2013). For the purposes of this pape#;
elasticities will refer to the percent-OWest -0.254
change in either miles traveled grLower Middle -0.280 -0.159
transit ridership based on the percenfiddle -0.259
change in 'Fhe cost of_ Fravel. ForUpper Middle 0335 0191
example, using an elasticity of -0.15;—
a 6% increase in the cost of traveflighest -0.212
would result in a 0.9% reduction in Total (Weighted -0.339 -0.192
miles traveled. Wadud et al. (2009)Average) ' '

modeled disaggregated fuel price
elasticities of travel demand for income quintiles via the Seemingly Unrelated Regression Feasible
Generalized Least Squares Autoregressive (SUR-FGLS with AR (1)) model and for geographic
distinction via Log-linear SUR-FGLS with AR (1) values (Wadud, Graham, and Noland 2009).
/I DUVHQ FRPELQHG WKHVH YDOXHV LQWR D FURVV FODVVL¢FD
which are presented in Table 10 (Larsen et al. 2012).

Unfortunately, elasticities disaggregated by income and geographic location were not available
for public transit ridership. Based on literature presented by the American Public Transportation
Association, 0.185 was the average transit trip to fuel price elasticity (APTA 2011). As noted by
APTA, this elasticity only represents areas where public transportation is available. The author of a
UHFHQW WKHVLV IRXQG D VWDWLVWLFDOO\ VLIJQL¢{FDQW HOD
(Lee 2012). While this may not be as reliable as other estimations, it shows that the Houston area
may be less responsive compared with other areas. For this reason, the APTA elasticity will be
considered to yield a high range number, while Lee’s elasticity will be considered the lower range.
We felt the elasticities obtained from the literature on fuel prices were better indicators of real world
reaction to a change in fuel price than linear regression of Texas NHTS data. The disaggregated
elasticities by income and location are consistent with average elasticities found in large scale
studies (Goodwin, P.B. 1992).

0(7+2'2/2*<

JRU WKH DQDO\VLY WKHUH ZHUH WKUHH GLITHUHQW 0%8) IX
tax neutral, meaning that the MBUF would create the same gross revenue as the state fuel tax (it
would ignore implementation costs). This scenario was meant to analyze any distributional impacts
inherent in changing to an MBUF. The primary difference between the MBUF and the fuel tax
ZKHQ LW FRPHV WR WRWDO WD[HV SDLG ZRXOG EH WKH IXHO
isolate that effect. The next scenario raises the MBUF based on the estimated increase in revenue
required for implementation, including GPS unit purchases for vehicle tracking, installation costs,
operational costs, and individuals misreporting miles. This scenario provides a more realistic look
DW WKH 0%8) 7KH ¢QDO VFHQDULR LQFUHDVHV WKH QHW UH)
scenario will demonstrate any distributional changes with an increase in fees. Additionally, it will
provide a relatable visualization of the true required cost of transportation moving into the future.
MATLAB software was utilized in order to perform the analysis.
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Implementation Cost and Additional Revenue

An implementation similar to the Oregon study was assumed, where gas stations read on board GPS
XQLWYV LQ RUGHU WR HQVXUH WKDW WKH XVHU LV FKDUJHG W|
as described by Larsen et al. (2012) will be used in this research with a few changes. According
to Battelle, units may be purchased for under $100, though they may not have the accuracy and
reliability needed for street level tracking (Battelle 2013). They list $150 for units better equipped
for the task at hand, which provides a more conservative estimate for their cost. As noted by several
authors, all the costs associated with the MBUF will likely become cheaper if mass produced and as
WHFKQRORJ\ LPSURYHV %DWWHOOH JRUNHQEURFN DQG +
+RXVWRQ DUHD WKH WRWDO FRVW RI RXW;WWLQJ DOO YHKLEF
County Business Patterns (CBP) series of the United States Census Bureau (www.census.gov/econ/
cbp), there were 2,240 gasoline stations in the Houston CBSA. With an installation price of $15,000
SHU VWDWLRQ /DUVHQ HW DO WKH WRWDO FRVW WR RX
be $33.6 million. In order to be consistent with the revenue increase scenario (discussed below),
22 years was used for the total life span of the system, with the upfront cost paid for incrementally
each year. With a 22-year yield of 4.5%, the total annual cost of installation would be $41 million.
According to the Texas 2030 Committee, $14.1 billion in additional revenue per year will
EH UHTXLUHG IRU WKH 6WDWH RI 7TH[DV WR PDLQWDLQ FXUUL
includes pavement maintenance, bridge maintenance, urban mobility, rural mobility, and safety.
$GGLWLRQDOO\ WKH ¢JXUH ZDV GHWHUPLQHG EDVHG RQ WK
years). The required revenue increase for the Houston area ($3.29 billion) was determined based on
its share of total NHTS miles driven. The additional revenue was assigned based on the breakdown
of current state expenditures for each county. The assumption was that TXDOT will not dramatically
alter their allocation process.

7TD[DWLRQ &DOFXODWLRQV

The fuel taxes were calculated based on NHTS variables for vehicle miles traveled and each vehicle’s
fuel economy. Sales taxes were determined based on the consumer spending habits in Table 8 and
the weighted average sales taxes listed in Table 4. Property taxes were determined based on property
values listed in Table 9 and the weighted average property taxes listed in Table 4. The average
vehicle inspection fee and drivers license fee was applied using the NHTS household vehicle count
variable and the household driver count variable, respectively. Automobile registration fees were
applied based on the vehicle age NHTS variable and the county of residence. After the all taxes
were assigned for each vehicle, they were summed with the respective household taxes based on
the HOUSEID variable. The result was a total for all transportation related taxes paid by each
household.

0%8) &DOFXODWLRQ

The required MBUF was determined iteratively, as a driver’s fuel price travel demand elasticity will
alter the number of miles they drive as the cost of fuel changes. First, the initial MBUF is calculated
based on the target revenue, which is the sum of the state fuel tax it will be replacing. This included
any revenue increases or implementation costs depending on the scenario.

Target Revenue

1) MBUF =
(1) X (VMT * HH Weight)'
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Where:
9 0 7is the NHTS mileage driven by each individual vehicle
++ HLJKW WKH QDO KRXVHKROG VXUYH\ ZHLJKW IURP V
household the vehicle belongs to.

The total annual MBUF paid by each vehicle was then added to the total annual fuel purchase
(not including fuel tax) in order to obtain a new “cost of fuel” for each vehicle. The disaggregated
fuel price elasticities from Table 10 were then used to determine the change in annual VMT for each
vehicle. This in turn changes the required MBUF to meet revenue criteria, and the process repeats
until the calculated total revenue is within $1 of the target revenue. Then, the change in transit
ridership was calculated using the transit demand fuel price elasticities.

([SHQGLWXUH $VVLIQPHQW

$V ERWK WKH IXHO WD[ DQG WKH 0%8) WLH WD[DWLRQ WR UR
WUDQVSRUWDWLRQ VSHQGLQJ VKRXOG DOVR UHAHFW DQ LC
household’s VMT by the average expenditure per daily vehicle mile (DVM) provides a reasonable
HVWLPDWH RI WKH EHQH¢{¢W UHFHLYHG +RZHYHU WKH 1+76 VX
for household miles driven. As discussed previously, the breakdown of total miles driven on urban
state, county, and local roads as well as rural state, county, and local roads was determined using
TXDOT DVM data and some estimation. It is assumed that a generic urban or rural mile driven by

D KRXVHKROG ZRXOG IROORZ WKLY DYHUDJH '90 GLVWULEXW
households do not have the same distribution of miles traveled on urban and rural roadways (Larsen
et al. 2012). As the NHTS survey contains the urban and rural location of each household, these
different distributions can be accounted for. The average urban roadway expenditure per DVM for

a generic urban mile driven and the average rural roadway expenditure per DVM for a generic rural
mile driven are calculated as follows:

(2) 8([5: Q[S* %6890 + &([5* % & 890 + /([5* %/8'90
(3) 5([52 Q[S* %6 590 + &([S* % & 590 + /([S* %/5'90

Where:
6= state,&= county,/ =local & urban,5=rural
([ S= expenditures per mile,9 0 = Daily Vehicle Miles
)RU H[DP S Q4 théBercentage of miles traveled on state-owned urban roadways

The previous two equations are calculated for each county separately. A mileage split for
urban and rural locations was used by Larsen et al. (2012) based on GPS tracking in the Waco area
(Larsen et al. 2012). The number of miles driven by urban households on urban roadways was

ZKLOH WKH QXPEHU RI PLOHV GULYHQ E\ UXUDO KRXVHKR
purposes of this research, 80% and 40% were used for urban and rural household miles driven on
urban roadways, respectively. The city of Waco may not be representative of the city of Houston,
but should be a reasonable estimate as no other data is available. Using these percentages, the miles
driven by each vehicle can be broken down into urban and rural miles. The average urban and rural
H[SHQGLWXUH FDQ WKHQ EH WLHG WR WKH YHKLFOH 7KH WR\
of governmental expenditure is calculated as follows:

UExp
1+ %VMT

R,
A = * ) * + * ) * #
(4) User Benefit (VMT * Ugyii) (VMT * Rgy) 5% ;MT
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Where:

9 0 7is the annual VMT for each individual vehicle (Adjusted based on MBUF elasticity
impact)

8vséb iy sis the percentage of miles traveled on urban/rural roadways (80%/20% for urban
households or 40%/60% for rural households)

8(1sand 5(;sare the urban and rural expenditures per mile (for the vehicle’s respective
county) calculated in Equations (2) and (3)

9 0 7is the percent change in total annual mileage for all vehicles under a MBUF

If the total mileage driven by all vehicles under a MBUF system were to decre@<&7
is negative) while spending remains the same, the average expenditure per&@\ihd 54
should increase.

In order to determine how much a household receives from public transit expenditures, the
average expenditure per trip was used. In 2008, the total expenditures for all transit agencies in
the Houston BCSA was $681.6 million and the total number of recorded unlinked trips was 126.6
million. There are several ways an MBUF would impact transit expenditures. First, transit agencies
EHQH{;W IURP URDGZD\ H[SHQGLWXUHYV DV EXV VHUYLFH FRF
(84%). Next, transit agencies do not receive reimbursements for what they pay in fuel tax. As this is
the case, they were not be exempted from the MBUF in this analysis. Finally, an increase in transit
usage will increase the total revenue from fares. As this analysis attempts to estimate the total user
EHQH¢{;W UHFHLYHG IURP DOO WUDQVSRUWDWLRQ WD[DWLRQ |

5(68/76 $1' ',6&866,21
'"HPRJUDSKLF YDULDWLRQV IURP WKH DYHUDJH FDOFXODWHG

are presented in Table 11. Low and high income represent the bottom and top quintiles, respectively.
These geographic and income relationships will aid in the interpretation of the equity analysis.

7TDEOH 9DULDWLRQV IURP WKH $YHUDJH IRU 6HOHFW '"HPRJL
Low Income High Income Urban Rural

)XHO (l¢FUHQFA.3% +1.8% -3.1%

VMT by Vehicle +5.6% -2.4% +10.5%

VMT by HH -50.5% +43.1% -5.3%

% Hybrids -1.1% +1.0% 1RW 6LJQIL;FDQW lRW 6LJ

Displayed in Table 12 are the fees ($/mile) required to meet the target revenue. In their
respective tablesf RZHUQGLFDWHV WKH ORZHU B B Qlihdicht€ Rt ER X Q (
XSSHU FRQ,{GHQFH ERXQG IRU WHVWLQJ VWDWLVWLFDO VL
standard errors derived from the NHTS replicate weights. With reasonable costs for implementation,
operation, maintenance, and leakage included, the fee would be 1.3 cents per mile, which shows
that the overhead required for implementing a VMT scenario upfront is quite costly, especially
considering that one cent per mile would completely replace the state fuel tax. In order to meet the
7TH[DV &RPPLWWHHYV JRDOV ZKLFK ZRXOG SUHYHQW ZRUYV
total fee required would be 13.9 cents per mile. The dramatic increase in the fee for this scenario
helps visualize how underfunded the current system is based on the 2030 Committee.

7KH GHFUHDVH LQ WRWDO PLOHDJH XQGHU WKH UVW Wi
revenue increase scenario would decrease total miles traveled by 22.8%. This reduction closely
PDWFKHV ¢QGLQJ IURP WKH 2UHJRQ VWXG\ ZKHUH FRQJHVWL
WUDYHOHG E\ cKLWWH\ $GGLWLRQDOO\ WKH YLVLELC
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total miles driven. When considering vehicle miles traveled disaggregated into income quintiles
and geographic distinction, the results were as expected based on the elasticities. Low income
households reduced their mileage by the greatest amount, while high income households reduced
their mileage slightly more than medium income households. Again, as expected, urban households
decreased their mileage to a greater degree than rural households. Considering that rural households
already drive more miles than urban households, the MBUF may further increase the gap between

the two. This should be kept in mind for equity comparisons.

7TDEOH OLOHDJH %DVHG 8VHU )HH E\ 6FHQDULR FHQWYV PLC
6FHQDULR 0%8) /IRZHU 8SSHU
Gross Revenue 0.960 0.981
Net Revenue 1.342 1.328 1.356
Revenue Increase 13.922 13.506

A 1.3 cent/mile MBUF would increase transit ridership 0.2% to 0.4%. This would result in an
LQFUHDVH RI WR WRWDO DQQXDO WULSYV ORUH V.
mile MBUF, which would result in a 5.3% to 10.3% increase in transit ridership. This would mean

W R PLOOLRQ DGGLWLRQDO DQQXDO WULSV 6XFK D OD

the revenue increase scenario may be high enough to encourage a very large increase in transit
ridership, increasing the number of transit vehicles and making the mode more attractive. For this
reason, the low end estimate (Lee 2012) is likely more accurate for the net revenue scenario, while
the high end estimate (APTA 2011) may be more accurate for the revenue increases scenario.
$Q LPSRUWDQW ¢QGLQJ ZDV WKH DYHUDJH EHQH W RU H[S]

The results are displayed in Table 13. Even though NHTS vehicle miles traveled accounted for
roughly 85% of the total estimated DVM, more was spent on the transportation households used than
what households paid in taxes for all scenarios except the revenue increase scenario. This suggests
WKDW RWKHU JURXSV VXFK DV EXVLQHVVHYVY PRVW OLNHO\ W
WKHLU VKDUH RI WKH WUDQVSRUWDWLRQ QHWZRUN 7KH FRQ
does not overlap any of the other scenarios, indicating that the scenario statistically decreases the
EHQH;W WR WD[DWLRQ UDWLR 7KLV PHDQV WKDW LQFUHDVLC
in place may cause households to receive less than the pay in taxes (less is spent on transportation

compared with what they paid in taxes).

7TDEOH $YHUDJH %HQH/,¢W 7D[DWLRQ 5DWLR
6FHQDULR Average Ratio /IRZHU 8SSHU
Fuel Tax 1.1424 1.012

Gross Revenue 1.011

Net Revenue 1.0568 0.936

Revenue Increase 0.8015 0.894

7KH *LQL &RHI¢(¢FLHQW

In order to analyze equity, one needs to apply objective measures that are directly comparable. The
PRVW FRPPRQO\ XVHG PHDVXUH WKH *LQL FRHI¢{(FLHQW LV
IRU YHUWLFDO HTXLW\ 'H ODLR 7KH *LQL FRHI{FLHQW L
ZKLFK LV D SORW RI WKH FXPXODWLYH SURSRUWLRQ RI EHQF
of households, with absolute equality represented by a line bound by the points (0,0) and (1,1). An

example Lorenz curve is shown in Figure 1.
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JLIXUH  ([DPSOH /RUHQ] &XUYH

7KH *LQL FRHI¢FLHQW ZKLFK UDQJHV IURP JHUR WR RQH L
EHQH{; WV GLVWULEXWLRQ VKRZQ PDWKHPDWLFDOO\ LQ (TXD)
VDPH VKDUH Rl ZHDOWK WKHQ WKH *LQL FRHI{(FLHQW ZLOO E
RQH LQGLYLGXDO KROGY DOO WKH ZHDOWK WKHQ WKH FRHI¢
inequality (Drezner, Drezner, and Guyse 2009).

(5) G:AfB or2+4

7KUHH GLIIHUHQW *LQL &RHI{(FLHQWY DUH SUHVHQWHG IR
JUVW LV IRU WD[DWLRQ WKH VHFRQG IRU EHQH{;WV UHFHL®
EHWZHHQ WKH WZR 7KH WD[DWLRQ *LQL FRHI¢FLHQWYV DUH
DOVR XVHG 1+76 GDWD /DUVHQ HW DO 7KH UDWLR FR
two quintiles receiving a greater percentage of the distribution than higher quintiles. Notably, there
ZDV QR VWDWLVWLFDO GLIITHUHQFH EHWZHHQ DQ\ RI WKH FR
not have a pronounced effect on the current distribution of what households pay versus what they
receive in transportation expenditures. This is similar to results from the literature (McMullen et al.

=KDQJ HW DO $GGLWLRQDOO\ LW VXJIJHVWV WKDW |

in equity when considering the system as a whole. The revenue increase ratio was close to being
VWDWLVWLFDOO\ VLIQL¢{¢FDQW ZKLFK VXJJHVWYVY WKDW ORZ L
under the fuel tax.

Despite the lack of a statistical difference between scenarios, there appears to be a trend. For the
UHYHQXH LQFUHDVH VFHQDULR WKH ORZHU WD[DWLRQ FRHI¢
are less desirable from a vertical equity standpoint, though expected since a user fee would inherently
move the Lorenz curve closer to the equity line. When public transit expenditures were excluded
IURP WKH DQDO\WLVY WKH UDWLR *LQL FRHI¢FLHQW IRU WKH I
WKDQ WKH FRHI¢FLHQW LQ WKH WDEOH EHORZ LQGLFDWI
HTXLW\ :KLOH WKLV UHVXOW LV QRW VXUSULVLQJ LW LV JRR
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7TDEOH *LQL &RHI(FLHQWYV

7D[DWLRQ %BHQH ¢ W 5DWLR [%HQH¢W
6FHQDULR /RZHUSSSHLé.. /IRZHUB8SSHU . . /IRZHU8SSHU

Gini ini Gini
Fuel Tax 0.188 0.113 | 0.160 | -0.089 -0.109| -0.069
Gross 0.169 | 0.186 0.113 | 0.160 | -0.088 -0.108| -0.068
Revenue
Net

0.186 0113 | 0.160 | -0.089 -0.109| -0.069

Revenue
Revenue 0.155 | 0.185 | 0.162| 0.142| 0182 | -0.054 -0.039
Increase

7KH 7KHLO ,QGH]

$Q LPSRUWDQW GUDZEDFN RI WKH *LQL FRHI¢FLHQW LV WKD
FRHI¢FLHQWYV IRU JURXSV ZLWKLQ WKH SRSXODWLRQ GR QR
SRSXODWLRQ ZKLFK LV DQ DWWULEXWH RI WKH 7KHLO ,QGH]
down into two parts, the within group components and the between group components. When
summed together, they equal the Theil index of the entire population. The within group components
are simply the Theil Indices of each of the subgroups. The between group components are a measure
of the relative income of each subgroup compared to all other subgroups (Conceicao, Galbraith, and
Bradford 2001). The within group component and the between group component are calculated as

follows:

_ . Yz) 1 (Y; ni)
I = L)% L0
©® 7= Y[ m(Es
Where:

<is the population’s total income

</s the total income for th&'§roup in the population

Qs the number of individuals in the population

Qis the number of individuals in th¥¢§roup of the population

ooy () ¢ 3 (2e)n (22, L

Tg‘l; (Y) ;<Y> ln(Y,-/n,->
Where:

\sis the income of the8¥fhember of the group

According to the Theil Indices for the entire population, the lack of a statistical difference
between scenarios indicated that whatever disparity exists will not be changed by an MBUF.
Additionally, there was no statistical difference between the MBUF alternatives for the within group
components, further reinforcing that a MBUF would not alter existing inequalities. The between
group components revealed that the relative winners are rural and high income urban households,
while the relative losers are all other urban households. Keep in mind that each household still
UHFHLYHY PRUH LQ EHQH/;WV WKDQ WKH\ SD\ LQWR WKH V\VYV
For this reason, all households can be considered winners, with some receiving a greater share than
others. The greater number of miles driven by rural and higher income urban households may be
the reason why they are the relative winners. Driving more miles decreases the effective average tax
SHU PLOH GXH WR ([HG UDWH FRVWYVY VXFK DV YHKLFOH UHJL
regardless of the number of miles driven. It should be noted that all of the between group indices
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were very close to zero, indicating that the relative winners and losers are determined by a narrow
margin. The detailed indices are available in the full report, which may be accessedhtipg# (
ceprofs.tamu.edu/mburris/publications.htm).

While nearing the end of this research effort, there were a couple times that we received updated
data from cities or counties after we had run the analysis. This meant replacing our estimated values
with true values, which were quite close to our estimates. This caused almost no change in the
results. Through further experimentation with input data, it became clear that the results do not
change substantially without major changes in assumptions, such as excluding public transit entirely.

6800%5< $1' &21&/86,216

Lack of sustainable revenue generation for transportation infrastructure has created a need to examine
potential alternative funding sources. The most prominent of which is the Mileage-Based User Fee
(MBUF), where drivers would be charged based on the number of miles they drive, thus holding
them accountable for their use of the roadway. While humerous equity-related issues have been
addressed, the interrelation of transportation taxation and expenditures on all levels of government
(state, county, and local) is not well understood.

Using National Household Travel Survey data and information collected from over 100 agencies,
roadway taxation and expenditures were assigned to individual households in the Houston core
EDVHG VWDWLVWLFDO DUHD &%6%$ 8VLQJ *LQL &RHI{FLHQWY\
that implementation of an MBUF would not have a pronounced effect on the current distribution
of what households pay versus what they receive in transportation expenditures. Increasing the
0%8) WR PHHW WKH 7H[DV &RPPLWWHH UHFRPPHQGDWLRC
to taxation ratio, causing households to receive less than they pay into the system. Additionally, it
would decrease the total number of miles traveled by 22.8% and increase transit ridership by as
much as 10.2%. Even with the drastic impact, the relative distribution of transportation taxation and
H[SHQGLWXUHV GLG QRW FKDQJH VLIJQL,FDQWO\ FRPSDUHG W
WD[DWLRQ DQG VSHQGLQJ ZKLFK GRHV QRW UHAHFW WKH WU
transportation system (vehicle maintenance, transit fares, pollution, congestion). Excluding public
WUDQVLW H[SHQGLWXUHV UHVXOWHG LQ D VWDWLVWLFDOO\ |
*LQL &RHI¢(FLHQW LQGLFDWLQJ WKDW SXEOLF WUDQVLW KDV
transportation system as a whole.

'XH WR UHODWLYHO\ ¢([HG UDWH WD[HVY YHKLFOH UHJLVWL
the miles driven, the lower the effective tax is per mile. When miles traveled are decreased by

WKH HIITHFWLYH WD[ SHU PLOH LQFUHDVHV ZKLFK LV WK
ratio was reduced. Therefore, increasing the MBUF (or the fuel tax) while other methods of taxation
remain the same may disadvantage most households (less is spent on transportation than they paid in
WD[HYV , WUDQVSRUWDWLRQ UHODWHG WD[DWLRQ ZHUH WR
taxation ratio should tend towards a value of one, indicating that all users receive exactly the value
they pay for.

5HVHDUFK /LPLWDWLRQ

The research did not include trucks or commercial vehicles. However, based on NHTS data and the
daily vehicle mile estimate, they only account for roughly 15% of total miles driven. Due to the lack

of available information, several other estimations needed to be made, most of which are believed
WR KDYH \LHOGHG UHDVRQDEOH UHVXOWY +RZHYHU WKHUH
miles driven on county roads. The state reported DVM was accurate and the local DVM could be
reasonably estimated, but the county DVM estimation resulted in some deviation between the 10
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counties when it came to county expenditure per DVM. However, when combining the numbers into
urban and rural expenditures, the county variations were no longer pronounced.
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Determining Cost-Effective Policy for Visibility
of Overhead Guide Signs on Highways

E\ ORKDPPHG 6DLG 2EHLGDW ODOJRU]DWD - 5\V (XJHQH 5 5

2YHUKHDG JXLGH VLJQ YLVLELOLW\ RQ KLJKZD\ FDQ EH DFK
UHWURUHAHFWLYH VKHHWLQJ 7ZR VXUYH\V ZHUH VHQW WR
GHWHUPLQH WKH VWDWHVY SROLFLHV IRU LQFUHDVLQJ RYHUK
RI VWDWHYV FXUUHQWO\ LOOXPLQDWH JXLGH VLIJQV DQG WKH
QRW LOOXPLQDWH VLIQV LV 'LDPRQG *UDGH IRU OHJHQG DQG
DQDO\WLV WKH /(" OLJKW VRXUFH DQG WKH +LJK ,QWHQVLW\
WKH PRVW FRVW HIITHFWLYH PHWKRGV IRU LQFUHDVLQJ JXLGE

,1752'8&7,21

'ULYHUV RI DOO DJHV RIWHQ H[SHULHQFH PRUH GLI¢FXOW\ (
driving. Different issues related to driver visibility of the road include a driver’s visual acuity,
FRQWUDVW VHQVLWLYLW\ GLVWDQFH MXGJPHQW DQG FRORL
typically green signs located along a roadway to notify drivers of destinations and exit information.
Overhead guide signs are important for improving driver guidance. The objective of these signs is
to provide drivers with information regarding destinations and necessary instructions for reaching
VSHFL,{F GHVWLQDWLRQV $V VWDWHG E\ %XOORXJK HW DO
visible and legible so that drivers can detect, read and interpret the information contained on the
signs in time to respond appropriately” (Bullough, Skinner, and O’Rourke 2008).

$V UHTXLUHG LQ WKH ODQXDO RQ 8QLIRUP 7UDI¢{F &RQWU

087&" RYHUKHDG JXLGH VLIQV PXVW HLWKHU EH LOOXPLQD\
departments of transportation (DOTS) in the United States are considering whether to illuminate the
FXUUHQW RYHUKHDG JXLGH VLIJQV RU UHSODFH WKHVH VLJQ\
WKHLU YLVLELOLW\ WR GULYHUV HVSHFLDOO\ HOGHUO\ GULY
PLQLPXP OHYHOV RI UHWURUHAHFWLYLW\ IRU VLJQV 5HWURI
WKH UHAHFWHG OLJKW UD\V UHWXUQHG LQ DQ RSSRVLWH GLL
UD\V FDPH $XVWLQ DQG 6FKXOW] 7KH REMHFWLYH RI WK
to improve safety on U.S. roadways by ensuring that roadway users, especially the elderly, are able
WR GHWHFW DQG UHDFW FRPSOHWHO\ WR WUDI¢{F VLIQV LQ R
(Jonathan and Carlson 2012). Roadway lighting also contributes to highway safety by increasing
drivers’ visual comfort and reducing driver fatigue (IDOT 2002).

(QHUJ\ FRQVHUYDWLRQ LV HVVHQWLDO LQ WKH PLGVW RI I
United States, the estimated street and area light sources number was 131.356 million with a total
DQQXDO FRQVXPSWLRQ RI ELOOLRQ N:K 1DYLJDQW &RQV
lighting is estimated to be 14 billion kWh of the annual energy, which represents approximately 3%
of total electricity consumption in the United States (Li et al. 2009).

SUREOHPY GLUHFWO\ UHODWHG WR WKH HQHUJ\ FULVLV IR
lighting technology used for street lighting, including overhead guide sign lighting. This paper
SUHVHQWY WKH UHVXOWYVY RI WZR VXUYH\V D OLJKWLQJ VX
overhead guide sign visibility. In addition, a detailed cost analysis is conducted among six types of
OLJKW VRXUFHV XVHG E\ VWDWH '27V LQ RUGHU WR ¢QG WK
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DQDO\VLV RI WKUHH UHWURUHAHFWLYH VKHHWLQJ XVHG E\ \
HITHFWLYH UHWURUHAHFWLYH VLJQ VKHHWLQJ

/,7(5$785( 5(9,(:

Traveling on U.S. roadways can be confusing and challenging for all drivers if driving routes are
not easily understood or clearly marked, especially when the driver is unfamiliar with the driving
location (Amparano and Morena 2006). This issue can be enormous for older drivers, especially
those who have cognitive or physical disabilities (Amparano and Morena 2006). However, various
HQJLQHHULQJ RSSRUWXQLWLHYV VXFK DV VLJQ SODFHPHQW (
sign size can enhance a driver’s ability to detect signs and comprehend sign messages.

The American Society for Testing and Materials (ASTM) details sheeting material components
WKDW FDQ EH XVHG LQ FRQVWUXFWLQJ UHWURUHAHFWLYH J;
GHVFULEHV WKH GLIIHUHQW W\SHV Rl UHWURUHAHFWLYH VK|

$670 $FFRUGLQJ WR $670 ' D VWDQGDUG WKHUH
sheeting with a variety of applications (ASTM 2011).

7KH 087&' PLQLPXP UHWURUHAHFWLYLW\ UHTXLUHPHQW
$670 ' $ FRPPRQ SUREOHP DVVRFLDWHG ZLWK UHWURUHAL

WKRXJK D SDUWLFXODU W\SH RI VKHHWLQJ PD\ LQLWLDOO\ |
TXLFNO\ GHJUDGH EHORZ PLQLPXP UHWURUHAHFWLYLW\ OHYF
causes. The MUTCD has no instructions about the longevity of sheeting materials used for overhead
guide signs. Agencies may overcome this problem by using higher performance sheeting, which
PD\ KDYH D KLJKHU LQLWLDO FRVW EXW UHPDLQ DERYH WKH F
SURYLGH D PRUH HI¢(¢FLHQW OLIH F\FOH FRVW

Guide signs must be visible and clear for intended drivers in order to allow for proper driving
response time. Desirable attributes for guide signs include high visibility and legibility during
GD\WWLPH DQG QLJKWWLPH /HJLELOLW\ LV GH¢;QHG DV DGHTX
short legend for quick comprehension by a road user approaching a sign (Gowda 2010).

7KH XVH Rl UHWURUHAHFWLYH VKHHWLQJ PDWHULDOV IR
conspicuous, especially in high visual “noise” locations (Amparano and Morena 2006). Research
performed at the University of South Dakota shows that the time required by senior drivers to
GHWHFW VLIJQV LQ FRPSOH[ EDFNJURXQGY FDQ EH UHGXFHG
VKHHWLQJ PDWHULDOV $PSDUDQR DQG ORUHQD $OVR C
VLIQL,FDQWO\ JUHDWHU WKDQ QRQ AXRUHVFHQW VLJQV IRU
GULYHUV EHQH¢{WHG WKH PRVW

McGee and Paniati (1998) performed a study, in which they created an implementation guide
IRU GHWHUPLQLQJ PLQLPXP UHWURUHAHFWLYLW\ UHTXLUHPH
private agencies in the establishment of a cost-effective program for the replacement of ineffective
WUDI¢F VLIQV OF*HH DQG 3DQLDWL 7KH UHVHDUFKHUV
RI UHWURUHAHFWLYH VKHHWLQJ PDWHULDOV DQG WKH GLIIH
UHWURUHAHFWLRQ DW GLIIHUHQW HQWUDQFH DQG REVHUYDW
WKH DQJOH EHWZHHQ D UHWURUHAHFWHG EHDP WRZDUG DQ
beam striking a surface, and the entrance angle is the angle between a headlamp ray to the sign and
D OLQH SHUSHQGLFXODU WR WKH VLJQ IDFH 7KH UHVHDUFKF
for four groups of signs based on earlier research. In addition, the report presented the concept of
6LJQ ODQDJHPHQW 6\WWHP WKDW ZDV GH¢QHG E\ D FRRUGLQ
ensuring that highway agencies provide a sign system that meets drivers’ needs according to budget
constraints (McGee and Paniati 1998). In their research, McGee and Paniati (1998) suggest planning
and developing an effective sign inventory process, including the involvement of key personnel,
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selecting a location as a reference system, selecting data elements, selecting inventory software,
preparing for data collection, starting initial data collection, and maintaining inventory.

In a study performed by Bullough et al. (2008), researchers concluded that the measured
luminance values, the resulting calculated luminance contrasts, and the visual response values
indicated that in terms of visual performance, unlighted highway signs and new signs constructed
IURP IRXU W\SHV RI UHWURUHAHFWLYH PDWHULDOV DUH VLI
WKH $PHULFDQ $VVRFLDWLRQ RI 6WDWH +LJKZD\ DQG 7UDC(
recommendations for guide sign illumination from a 328.083 ft (or 100 meters) viewing distance
(Bullough, Skinner, and O’Rourke 2008). The important factors in their study include location of
the signs relative to vehicles, headlight condition, ambient illumination, and other factors affecting
actual luminance of sign background and characters.

Jonathan and Carlson (2012) performed a study in which four states (New York, Minnesota,
$UL]IRQD DQG OLVVRXUL ZHUH VHOHFWHG WR SURYLGH H[D
GHPRQVWUDWLQJ KRZ YDULRXV DJHQFLHV PHHW WKH 087&" UF
Researchers used three sources to gather information: (1) existing published research, (2) existing
guidance and policies, and (3) a telephone survey. The survey included 14 questions, and 48
SXEOLF DJHQFLHYV SDUWLFLSDWHG 6XUYH\ ¢QGLQJV LGHQWL
considered effective practices among the states. Among participating states and local agencies, the
decision to replace a sign was based on four methods: (1) The expected sign life method was the
PRVW VHOHFWHG PHWKRG IRU UHSODFLQJ VLIJQV DSSURJLPI
among participating states was nighttime visual inspection, involving training programs to ensure
LQVSHFWRU SUR¢FLHQF\ DERXW RI DJHQFLHV S
PHWKRG DQG RI DIJHQFLHVY XVHG WKH SURFHVV Rl PHI
SURFHVV RI PHDVXULQJ UHWURUHAHFWLYLW\ DQG FRQWURO
WR WKH H[SHQVLYH UHWURUHAHFWRPHWHU XVHG DQG WLPH
FUXFLDO GHFLGLQJ IDFWRUV LQ ZKHWKHU WR XVH WKHVH PH)
be expensive; however, resulting measurements could be valuable enough to justify the extension
RI VLJQ UHSODFHPHQW SHULRGV 5HSODFLQJ VLJQV EDVHG R
FRQVXPLQJ WKRXJK ,I DQ DJHQF\ KDV D UHWURUHAHFWRPHW

conjunction with daily routine maintenance.

%$6,&6 2) ,//80,1$7,21 $1' 5(7525()/(&7,9,7<

Roadway lighting is a basic public amenity that contributes to a safer environment for drivers and
SHGHVWULDQV 3HUVRQDO VHFXULW\ WUDI;F ARZ RSHUDWL
roadway lighting (Medina, Avrenli, and Benekohal 2013). Drivers can easily recognize street
conditions and geometry of the roadway with proper roadway lighting.

Overhead guide signs can be illuminated from the back, or back-illuminated, by using external
light sources that illuminate the sign face (Bullough, Skinner, and O’Rourke 2008). External light
VRXUFHYVY DUH OLJKW ¢([WXUHV GHVLJQHG WR LOOXPLQDWH R
SRZHU LQWR D YLVLEOH OLJKW B5HWURUHAHFWLYH VKHHWLQ
guide sign visibility for drivers.

6LIJQV PDQXIDFWXUHG ZLWK UHWURUHAHFWLYH VKHHWLQJ |

%XOORXJK B6NLQQHU DQG 2T5RXUNH 2QH LPSRUWDQW D
PDWHULDOV LV WKDW WKH\ GR QRW UHTXLUH HOHFWULFDO SI
LOOXPLQDQFH IURP RQFRPLQJ YHKLFOH KHDGODPSV ZKLFK L\

W LV LPSRUWDQW WR GLVWLQJXLVK EHWZHHQ WZR LPSEF
(16 FLHQF\ LV XVHG ZKHQ ERWK LQSXW DQG RXWSXW XQLWV D
DQG RXWSXW KDYH WZR GLITHUHQW XQLwWV L H IRU PHDV XL
and the output is “lumen” (USDOE 20009).
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$ OLIJKW VRXUFH LV D GHYLFH WKDW DFWXDOO\ FRQYHUW\
manner based on the source type. Because of human eyes’ shift response to light levels at nighttime,
light sources that produce greater short-wavelength (blue) light are relatively more effective for
vision than those associated with little short-wavelength light, even if the level of measured light is
the same (Bullough 2012a). One wavelength is the distance between two consecutive corresponding
points of the same wave. Light sources used for roadway illuminating devices can be categorized
into conventional lighting including incandescent lamps and electric discharge lamps, and into new
light source generation, including Light Emitting Diode (LED) and induction lighting.

Inincandescent lamps, an electrical current passes through a wire causing it to heat up to a certain
level, which allows the wire to glow and emits light (Lopez 2003). According to Lopez (2003), two
important types of incandescent lamps exist: common incandescent and tungsten halogen. Both types
DUH ORZ LQ FRVW EXW WKH\ KDYH ORZ HI{(FDF\ OXPHQ SHU Z
light through the passage of an electric current through a vapor or gas instead of through a tungsten
ZLUH DV LQ LQFDQGHVFHQW ODPSV /RSH] $FFRUGLQJ W
HOHFWULF GLVFKDUJH OLJKW VRXUFHV H[LVW AXRUHVFHQW
pressure sodium (HPS), low pressure sodium (LPS), and metal halide (MH). Two types of MV light
sources are available in the market: clear light and phosphor-coated light. MV light sources include
a phosphor-coated light source primarily used for sign lighting (Lopez 2003). In the HPS, light is
produced by an arc in a ceramic tube containing sodium and other elements (Lopez 2003). In the
LPS, light is produced by an arc in a long tubular glass envelope (bulb) containing sodium only
(Lopez 2003). The MH light source is similar to the mercury light source, but in addition to mercury
it contains various metal halides, which provide excellent color rendering and result in a white light
(Lopez 2003). Metal halides are compounds between metals and halogens. Induction lighting is a
PRGHUQ AXRUHVFHQW ODPS WKDW XVHV UDGLR IUHTXHQFLH
XQOLNH FRQYHQWLRQDO AXRUHVFHQW ODPSV WKDW XVH HOF
2012b). Induction lighting is a new lighting technology with some advantages over conventional
OLJKWLQJ LQ WKH DUHDV RI HI¢FDF\ DQG OLIHVSDQ 'HFR /LJ
emit light when electrical current runs through them” (Avrenli, Benekohal, and Medina 2012).

6859(< $1' 6859(< $1$/<6,6

7ZR VXUYH\V ZHUH VHQW WR HDFK RI WKH '27V LQ WKH 8QL\
EH UHIHUUHG WR DV WKH SUHWURUHAHFWLYLW\ VXUYH\ =~ 7Kl
March 2011. The motivation behind this survey was to obtain information from DOTSs related to
overhead guide signs, including type of sheeting material used, sign maintenance and inventory,
DQG UHWURUHAHFWLYLW\ PHDVXUHPHQW 7KH RWKHU VXUYH\
survey was collected between August 9 and September 15, 2012. The motivation behind the lighting
survey was to obtain information from DOTSs related to overhead guide signs, including current
usage of overhead guide sign lighting, light source types and optical packages used in overhead
guide signs illumination, policy and/or procedures used in designing and installing overhead guide
signs, and any new types of guide sign illumination used or planned to be used in the future.

$QDO\WVLV RI WKH SHWURUHAHFWLYLW\ 6XUYH\

5HVSRQVHV WR WKH UHWURUHAHFWLYLW\ VXUYH\ ZHUH UHFH
TXHVWLRQ LQ WKH UHWURUHAHFWLYLW\ VXUYH\ IROORZV

'RHV \RXU DJHQF\ KDYH D XVDJH SROLF\ RU SROLFLHV IR
RYHUKHDG JK<4HGWH RAL 1@V ™"
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Atotal of 19 states (68%) responded “Yes,” seven states (25%) responded “No,” and two states
GLG QRW JLYH DQ\ UHVSRQVH

:KDW PDWHULDOV GRHV \RXU DJHQF\ XVH IRU RYHUKHDG J:
PRUH WKDQ RQH PDWHULDO LV XVHG SOHDVH PHQWLRQ WK
The legend of a sign represents the information part on the sign. For a sign's legend and
background, some states use two or more types of sheeting material. For sign legend, the
majority of states are using Diamond Grade (types 1X and Xl), followed by High Intensity
(types 1l and 1V). For sign background, the majority of states are using High Intensity (types
[Il and 1V), followed by Diamond Grade (types IX, and XI).

:KDW W\SH RI IRQW GRHV \RXU DJHQF\ XVH IRU RYHUKHDG
6RPH VWDWHYVY XVH PRUH WKDQ RQH IRQW RQ VLIJQV 7KH PD
font, Clearview 5W font, and Clearview 5WR font.

:KDW PLQLPXP YDOXH RI UHWURUHAHFWLYLW\ GRHV \RXU C
PHQWLRQ WKH YDOXHV XVHG IRU OHIJHQG DQG EDFNJURXQ(
$ WRWDO RI VWDWHYV XVH WKH 087&" PLQLPXP YDOXHV ||
JXLGH VLIJQV 2WKHU VWDWHY KDYH PLQLPXP UHWURUHAHF

7TDEOH 6SHFL¢,F 9DOXHV Rl GHWURUHAHFWLYLW\ 8VHG E\ '27

5SHWURUHAHFWLYLW\ 9DOXH IFRHWWRBENAMHEXQE LW\ 9DOXH IR
FG OX[ P FG OX[ P
Lighted - 30, Unlighted - 35 Lighted - 250, Unlighted - 380
25 250
38 380
45 250

"7KH XQLW RI UHWUR U ¥, AheFeWdisydaidela, Whick i6 th® Ri[urkt of luminous intensity, lux
is the Sl unit of illuminance, and m is meter.

'RHV \RXU DJHQF\ NHHS LQYHQWRKRWHVRRWQR/HUYLFH WUDI¢
A total of 15 states (54%) responded “Yes,” 11 states (39%) responded “No,” and two states
GLG QRW UHVSRQG

'RHV \RXU DJHQF\ XVH FRPSXWHUL]HG GGWY BV, HNRWR NH
DQVZHU ZDV p<HV 1 KRZ RIWHQ GRHV \RXU DJHQF\ XSGDWH
$ WRWDO RI VWDWHV UHVSRQGHG 3<HV ~ QLQH VWDW
(11%) did not respond. Updating the sign inventory schedule by states is performed as follows:
Eight states (53.3%) update the schedule daily, three states (20%) update the schedule annually,
RQH VWDWH XSGDWHV WKH VFKHGXOH ZHHNO\ RQH V)
states (13.3%) did not respond.

'RHV \RXU DJHQF\ SHUIRUP DQ\ DFWHYLRAUL HRRRU DIQMZIRD |
pM<HV 9 SOHDVH VSHFLI\ WKH PDLQWHQDQFH DFWLYLW\
$ WRWDO RI VWDWHYV UHVSRQGHG 3<HV ~ ¢ YH VWDWH
(11%) did not respond. Sign maintenance activities performed by states DOTs include replacing
signs based on states’ replacement policies (10 to 12-year cycle), repairing damaged signs, sign
cleaning, and annual daytime and nighttime sign inspection.
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+RZ RIWHQ GRHV \RXU DJHQF\ SHUIRUP WKH LQVSHFWLRQ

$ WRWDO RI VWDWHYV SHUIRUP DQQXDO LQVSHFWLI
ZLWKRXW VSHFL¢{¢F VFKHGXOH RQH VWDWH SHUIRUPYV
QRW UHVSRQG DQG WKUHH VWDWHYV SHUIRUP LQVSHEF

:KDW W\V\SH RI LQVSHFWLRQ DFWLYLW\ GRHV \RXU DJHQF\ ¢
Some states perform more than one activity (because the states are using more than one
procedure, percentage addition will not match 100%): 10 states (30.3%) perform daytime and
QLIKWWLPH YLVXDO LQVSHFWLRQ HLJKW VWDWHV SH
(15.2%) perform visual inspection, two states (6.1%) did not respond, and eight states (24.2%)
UHVSRQGHG ZLWK DGGLWLRQDO LQVSHFWLRQ W\SHV VXFK
signs, replacing signs on a 12-year cycle, having no inspection program, performing random
nighttime and daytime inspection, or using a combination of expected sign life and blanket
UHSODFHPHQW PHWKRGV WR PDLQWDLQ UHWURUHAHFWLYL

'RHV \RXU DJHQF\ XVH DQ\ LOQVWUXPH®WVIRU RRDVXULQJ L
$ WRWDO RI VWDWHYV UHVSRQGHG 31R ~ HLJKW VWI
states (18%) did not respond.

,/ \RXU DIJHQF\ GRHV QRW XVH DQ\ LQVWUXPHQW IRU PHDYV
IROORZ WR PHDVXUH UHWURUHAHFWLYLW\ RI WUDI¢{F VLJIQ)
$ PDMRULW\ RI VWDWH '27V WKDW GR QRW XVH DQ\ LQVW
DOWHUQDWLYH PHWKRGYV WR PHDVXUH WUDI¢F VLIJQ UH'
LQVSHFWLRQ 6RPH VWDWHYV SHUIRUP VLIJQ UHSODFHPHQ
minimum required levels by the MUTCD.

+RZ ITUHTXHQWO\ GRHV \RXU DJHQF\ SHUIRUP WKH PHDVXU

$ WRWDO RI VL[ VWDWHYV PHDVXUH UHWURUHAHFWL
ELDQQXDOO\ WZR VWDWHYV GR QRW PHDVXUH UHWU
UHVSRQG DQG VWDWHYV UHVSRQGHG WKDW WKH\ PF

schedule is available.

'RHV \RXU DJHQF\ XVH H[WHUQDO LOOXRHYDRMALRARRRU RY
DQVZHU WR WKH DERYH TXHVWLRQ LV pu<HV § ZKDW OLJKW
LOOXPLQDWLRQ RI WKH RYHUKHDG JXLGH VLJQV"

A total of 10 states (36%) responded “Yes,” 14 states (50%) responded “No,” and four states
(14%) did not respond. Major sources used for overhead guide sign illumination include MV,
MH, HPS, induction lighting, and LED.

'RHV \RXU DJHQF\ IROORZ WKH UHSODFHPHYWRESRIR_F\ IRU
A total of 13 states (46%) responded “Yes,” nine states (32%) responded “No,” and six states
(22%) did not respond.

$QDO\WLV RI WKH /LIKWLQJ 6XUYH\

Responses to the lighting survey were received from 31 DOTs (62%). A discussion of each question
in the lighting survey follows.

'RHV \RXU VWDWH FXUUHQWO\ XVH OLJKWLQJ IRU VRPH RY
Among the 31 states that responded, responses were divided into two scenarios for analysis.
6FHQDULR VWDWHYV UHVSRQGHG 3<HV ~’ VWDWH
states (16.1%) responded that they had used sign lighting in the past but were currently phasing
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it out. Scenario 2: States that currently illuminate guide signs but are phasing out illumination
DUH FRXQWHG DV LOOXPLQDWLQJ RYHUKHDG JXLGH VLJQ\
“Yes,” and 14 states (45.2%) responded “No.”

,Q WKH UHWURUHAHFWLYLW\ VXUYH\ VKRZQ SUHYLRXVO\
lighting survey. Answers to this question resulted in the inclusion of three additional states to the
lighting survey. In another survey conducted by AASHTO Joint Technical Committee in December
2010, (AASHTO Survey), data were found for one additional state, and this state does not illuminate
highway signs (AASHTO 2011).

The following are the updated scenarios after combining the results of the three surveys
(involving 35 states). Scenario 1: In regard to whether states are using overhead guide sign lighting,

VWDWHV UHVSRQGHG 3<HV ~’ VWDWHV UHVSRQ
responded that they used overhead guide sign lighting in the past but are currently phasing it out.
Scenario 2: States that currently illuminate guide signs but are phasing out illumination are counted
DV LOOXPLQDWLQJ RYHUKHDG JXLGH VLJQV $V D UHVXOW
(42.85%) responded “No.”

:KDW ODPS W\SH LV FXUUHQWO\ XVHG LQ WKH LOOXPLQDW!|

OHWDO +DOLGH +LJK 3UHVVXUH 6RGLXP ,QGXFWLRQ /LJKW
JRU WKH VWDWHYV WKDW UHVSRQGHG WR WKH OLJI
overhead guide signs, the lamp types used for illumination are MH, HPS, MV, Induction
OLJKWLQJ DQG /(" 5HVXOWYV IRU TXHVWLRQ LQ WKH UHW
states that are illuminating their overhead guide signs were also included. Among the 20 states
WKDW XVH OLJKWLQJ IRU RYHUKHDG JXLGH VLJQV LQFOXC
states (25%) (Alabama, Missouri, Oregon, West Virginia, and Wyoming) use MH lighting only.
Six states (30%) (Alaska, Idaho, lllinois, lowa, Nebraska, and Virginia) use HPS. Two states
(10%) (Wisconsin and Texas) use MV. One state (5%), Florida, uses Induction lighting, and
South Dakota (5%) uses LED lighting. Combining the remaining states (25%), they use two
types of lighting. Kansas and North Carolina use MV and HPS, South Carolina uses MV for
greater light clarity, and Utah uses HPS and some Induction lighting. One state, New Mexico,
did not disclose what type of lighting they use.

:KLFK RSWLFDO SDFNDJH LV WA\SLFDOO\ XVHG IRU WKH OL:
JODVV UHIUDFWRU VWLSSOHG ADW JODVV RU RWKHUV
Two types of glass related to overhead guide sign lighting are used by DOTSs: clear glass and
prismatic glass. Prismatic glass has one smooth side and the other formed into sharp-edged
ULGJHV WR UHAHFW WKH OLJKW WKDW SDVVHV WKURXJK

$UH $$6+72 RU ,OOXPLODWLQJ (QJLQHHULQJ 6RFLHW\ (6
Rl \RXU RYHUKHDG JXLGH VLJQ OLJKWLQJ RU DUH LQVWDO
H[SHULHQFH"

$PRQJ WKH VWDWHY WKDW UHVSRQGHG WKDW WKH\ DU
VWDWHYV ,GDKR 6RXWK &DUROLQD DQG 6RXWK 'DI
states (23.53%) (Alabama, lllinois, West Virginia, and Wyoming) use IES standards, three
VWDWHYV JORULGD 1RUWK &DUROLQD DQG 8WDK X
WKUHH VWDWHYV $ODVND 2UHJRQ DQG 7H[DV XVH
VWDWH 9LUJLQLD KDV LWV RZQ VWDQGDUGYV DQG S
IHEUDVND DQG 1HZ OH[LFR KDYH RU XVH QR VWDQGDUGV
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$UH \RX ORRNLQJ DW RWKHU HPHUJLQJ VRXUFHV IRU \RX
&HUDPLF OHWDO +DOLGH ,QGXFWLRQ OLJKWLQJ /(" 3ODVF
$PRQJ WKH VWDWHY WKDW DQVZHUHG 3<HV® WR TXHVW
DQVZHUHG 3<HV ~ DQG VL[ VWDWHYV DQVZHUHG
3<HV" DUH GLYLGHG LQWR IRXU JURXSV DFFRUGLQJ WR W]
of six states (54.55%) (Florida, Idaho, South Dakota, South Carolina, Virginia, and West
Virginia) includes those looking to switch to LED lighting. The second group includes two
states (18.18%) (Oregon and Wyoming) that are transitioning to induction lighting. The third
group, comprising two states (18.18%) (North Carolina and Utah), includes those hoping to use
RU XSJUDGH UHWURUHAHFWLYH VKHHWLQJ RQ RYHUKHDG J
(9.09%), lllinois, which is trying to eliminate overhead guide sign lighting. States that answered
“No,” including Alabama, Alaska, lowa, Nebraska, Texas, and North Carolina, are attempting
WR HOLPLQDWH JXLGH VLJQ OLJKWLQJ ZLWK UHWURUHAHF\

6859(<6 6800$5<

In summary, some states are moving toward discontinuation of overhead guide sign illumination
DQG WUDQVLWLRQLQJ WR EULJKWHU UHWURUHAHFWLYH VKHI
DQG PRYLQJ WRZDUG QHZ HQHUJ\ HI¢FLHQW OLJKW VRXUFH W

JURP WKH UHWURUHAHFWLYLW\ VXUYH\ RI WKH VWDWH
types of sheeting material used for overhead guide signs. For legend, the most used sheeting material
by state DOTs is Diamond Grade (types IX and Xl) followed by High Intensity (types Il and V).
For background, the most used sheeting material by state DOTSs is High Intensity (types Ill and V)
followed by Diamond Grade (types IX and XI). The popular font size selected by state DOTSs is
6HULHV ( ORGL¢HG IROORZHG E\ &OHDUYLHZ : DQG &OHDUY

5HJDUGLQJ PLQLPXP UHWURUHAHFWLYLW\ YDOXHV RI WKH
minimum values, while other states have their own minimum values, as shown in Table 1.
$SSUR[LPDWHO\ RI VWDWH '27V SHUIRUP DFWLYLWLHV UHC
QRW $SSUR[LPDWHO\ RI WKH VWDWHY SHUIRUP DQQXDO L!
unscheduled inspection. 46% of state DOTs have policies to replace overhead guide signs, while
32% do not.

JURP WKH OLJKWLQJ VXUYH\ DQDO\VLV LQFOXGLQJ DQDO\\V
and AASHTO), states have two procedures or future plans for improving overhead guide sign
YLVLELOLW\ GXULQJ QLIJKWWLPH LOOXPLQDWLQJ VLIQV X\

XVLQJ QHZHU EULJKWHU UHWURUHAHFWLYH VKHHWLQJ PD)\
VLIJQ YLVLELOLW\ ZKLOH VDYLQJ HQHUJ\ DQG UHGXFLQJ FR\
overhead guide signs and 43% do not. According to states that responded to the lighting survey and
illuminate their signs, the most common light sources currently used in illuminating overhead guide
signs are MH, MV, HPS, induction lighting, and LED.

In designing overhead guide sign lighting, states may refer to AASHTO standards, IES
standards, both AASHTO and IES standards, historical practices and experiences, or to a state’s own
standards. States’ future plans for overhead guide signs are distributed between modifying existing
RYHUKHDG JXLGH VLJQ OLJKWLQJ LQWR QHZ PRUH HI¢FLHQW
DQG FRVW RU XVLQJ JXLGH VLIQV ZLWK XVLQJ QHZ EULJKWE

/,*+7 6285&(6 &267 $1%$/<6,6
Various companies were contacted regarding the cost of six light sources. Four companies sent us
valuable information about the cost and the lifespan of the light sources. The information obtained

UHJDUGHG OLJKW VRXUFHV WKDW KDYH D : KLIK LQWHQVLYV
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/(" WKH /(" WKH /(" WKH /(" WKH :LQGXFWLRQ OLJ

Cost calculations were based on using the light source for an average of 11-hour per night
(average daily operating hours), and the price of electricity is assumed to be $0.08 per kW. Labor
and equipment costs were not included.

In this section, a detailed comparison between the six light sources is presented. As shown in
7TDEOH WKH OHDVW FRPPRQ YDOXH IRU WKH OLIHVSDQ RI W
none of the six light sources will be utilized for this entire period of time, thus 50 years was selected
for the sake of comparison. The reason for selecting this period is to include the maintenance effect
of the different light sources over time.

The actual information we obtained about the lifespan of the 81W LED and the 85W induction
is different than that shown in Table 2. The manufacturers of these two types of light sources claim
that the lifespan for each light source is 100,000 hours. Other manufacturers doubt that these light
sources will have a lifespan of 100,000 hours. Generally, in the case of the LED, the threshold of
OXPHQ RXWSXW ZLOO QRW EH RI LQLWLDO OXPHQV EDVHG
Quijano (2009). Because of this concern, the 81W LED and the 85W induction lighting lifespan will
be considered to be 50,000 hours instead of 100,000 hours in the comparison, which will increase
the lifespan safety margin.

The cost analysis shown in Table 2 includes the following cost components of each light source:
initial, operating, and maintenance. Based on the average annual cost of each light source as shown
in Table 2, the 85W induction light source is the most cost-effective, followed by the 62W LED,
WKH /(" WKH /(" WKH /(" DQG WKH : 0+ &RQVLGH
consumption, the 62W LED is the most effective in power consumption.

Considering Table 2, the data of initial light source cost and lifespan in hours for each source
were obtained from the manufacturers. Life in years is calculated by dividing the life in hours by
the average daily operating hours (11-hours) and dividing the result by 365 (days per year). i.e., the

/(" OLIH LY DSSUR[LPDWHO\ \HDUV KRXUV > KR XU
The daily power consumption is calculated by multiplying the wattage consumed per hour for each
OLJKW VRXUFH E\ WKH DYHUDJH GDLO\ RSHUDWLQJ KRXUV L

N : N: T KRXU 7KH DQQXDO SRZHU FRQVXPSWLRQ LV
SRZHU FRQVXPSWLRQ E\ GD\V SHU \HDU L H IRU WKH
LV N: N: SHU QLJKW 1 GD\V SHU \HDU 7TKH SRZHU FF

by multiplying the yearly power consumption for each light source by the hours per life and then
dividing by the average operating hours per day and then dividing by 365 days per year, i.e., for the
/(" WKH SRZHU FRQVXPSWLRQ GXULQJ OLIH LV N : I
GD\@ 1XPEHU RI UHTXLUHG PDLQWHQDQFH GXULQJ D \'t
50-year period by the lifespan in years for each light source and subtracting one. One is subtracted
EHFDXVH LW LV DVVXPHG WKDW DW WKH (UVW WLPH LQVWD (
VRXUFH LV UHDG\ WR EH XVHG L H LQ WKH FDVH RI WKH
\HDU SHULRG LV WLPHV > \HD U \HDU @ 7TRWDO SR.
LYV FDOFXODWHG E\ PXOWLSO\LQJ WKH SRZHU FRQVXPSWLRAQ
/(" WKH SRZHU FRQVXPSWLRQ GXULQJ WKH \HDU SHULRG |
daily operating cost of each source is calculated by multiplying the daily power consumption by the

HOHFWULFLW\ SULFH SHU N: L H IRU WKH /(" WKH G
7 7TKH DQQXDO RSHUDWLQJ FRVW LV FDOFXODWHG E\ PXC
SHU \HDU L H IRU WKH /(" WKH DQQXDO RSHUDWLQJ FRV

operating cost is calculated by multiplying the annual operating cost by the light source lifespan in
hours, then dividing by the daily operating hours and then dividing by 365 days per year, i.e., for the
/(" WKH OLIH RSHUDWLQJ FRVW LV ) KRXUV
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7TDEOH ILIKWLQJ 6RXUFHV &RVW &RPSDULVRQ

(!
: No LWK : : : :

Details /(" Defrost Defrost /(" /(" Induction 0+
Initial cost ($) 550.8 600
Life (hours) 60,000 50,000 50,000 50,000 50,000 50,000 30,000
Life (years) =15 =125 | =125 =125 =125 =125 =

4 | Daily power 0.891 1.463 0.682 0.8294 0.935
consumption (kW)
Annual power

5 | consumption (KW/ 281 325.2 393.86 248.93 341.3
year)

g | Life power 4,199 4,049.8 | 4,904.8 3,100 4,250.31
consumption (kW)
Number of
maintenance in 2.33 3 3 3 3 3 5.66
50-year
Total power

8 | consumption 14,050 16,260 19,693 12,446.1 15,1365
(kW/50-year)

g | Daily operating 0.0616 2| 0.05456 | 0.06635 0.22
cost ($)

10 | Annual operating 22.48 26.02 31.51 19.91 24.22 80.30
cost ($)

11 '(‘s';f)e operating cost 336 324 392.4 248 301.6 340 600

12 Maintenance Replace | Replace | Replace | Replace Replace Replace | Replace
required GIWXUHG[WXUHG[WXUHG[WXUH ¢ [WXUH lamp lamp

13 | Maintenance cost($ 550.80 600 30.00
each time required)

14 | Total maintenance 1652.4 | 21924 1,800 225.00 169.8
cost ($/50-year)

15 | Towl operating cost| , ,, 1,301 1,211 1,365 4,015
($/50-year)
Total Cost

16 ($/50-year) 5,105.8 3,504.2 3,914 2,268.3 4,863.1
Average annual
cost ($) 102.12

1Considering the operating time for the defrost option is only four months.
2This number is calculated considering the defrost option is being used.

The required maintenance is related to the light source type. For all LED types, the required
PDLQWHQDQFH LV UHSODFLQJ WKH HQWLUH OLJKW VRXUFH ¢
the lamp is the main required maintenance. The LED maintenance cost will be equal to the initial
installation cost at each time required; and here an assumption is used in that the cost will be the
VDPH RYHU WLPH L H LQ WKH FDVH RI WKH S PDLQW
IRU D WRWDO PDLQWHQDQFH FRVW RI WLPHV 1

The total cost for each light source during the 50-year period is calculated by adding the initial
cost of the light source, the operating cost during 50 years, and the maintenance cost during 50
\HDUV L H IRU WKH /(" WKH WRWDO FRVW LV
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DOQQXDO FRVW LV FDOFXODWHG E\ GLYLGLQJ WKH WRWDO FR\
cost is $102.12 ($5,105.8/50-year).

For the LED light source, a defrost option may be required for the 81W LED if it is used in
areas that experience a lot of snow and frost during the winter. The initial cost of the defrost option
is approximately $180. If the 81W LED light source is equipped with the defrost option and the unit
is energized, it consumes an additional 52W per hour if the ambient temperature falls°gglow 0
The defrost option automatically turns off when the ambient temperature rises above freezing. The
period of defrost option usage is assumed to be four months during winter (about 120 days) and it
LV HQHUJL]HG VLPLODUO\ WR /(' IRU KRXUV SHU GD\ DQ DG

D GDLO\ FRVW RI 'XULQJ WKH IRXU PRQWKV RI ZLQWHU
LV SHU \HDU N: T 1 GD\V 7KH GHIURVW RSWLR
FRQVXPHYV N: GXULQJ WKH ZLQWHU SHULRG HDFK \HDU D
WRWDO RSHUDWLQJ FRVW RI N: T %DVHG RQ \

defrost option of LED is the same as the life of LED.
5(7525()/(&7,9( 6+((7,1* 0$7(5,%/6 &267 $13%/<6,6

9DULRXV FRPSDQLHV ZHUH FRQWDFWHG UHJDUGLQJ WKH FR
materials used on overhead guide signs. Three companies returned valuable information about
WKH FRVW DQG WKH OLIHVSDQ Rl WKH WKUHH UHWURUHAHF\
,QWHQVLW\ DQG 'LDPRQG *UDGH 2QO\ WKH FRVW RI WKH UH
in the following sections; other costs related to overhead guide signs are ignored, i.e., the sign sheet
PHWDO DQG WKH RWKHU VLJIQ ¢([WXUH FRPSRQHQW FRVWYV

,Q WKLV VHFWLRQ D GHWDLOHG FRPSDULVRQ EHWZHHQ W
SUHVHQWHG /DERU FRVWY DQG HTXLSPHQW DUH LGHQWLFD
PDWHULDO GXULQJ ¢UVW WLPH LQVWDOODWLRQ DQG UHSODF
be $200 each time of replacement per each sign sheeting type. This assumption is based on using
two workers and one bucket truck to replace or install the sign sheeting. A 50-year life cycle is
FRQVLGHUHG WR REWDLQ WKH UHSODFHPHQW HIIHFW IRU WK
7DEOH FRPSDUHV WKH UHWURUHAHFWLYH VKHHWLQJ FRVWV
PDLQWHQDQFH RU UHSODFHPHQW FRVW FRPSRQHQWYV RI HDF
VLJQ VL]H SHU OLIHVSDQ RI HDFK VKHHWLQJ W\SH $ VLJQ RI

7TDEOH 5 HWURUHAHFWLYH 6KHHWLQJ ODWHULDO &RVW &RPS

Details Engineering Diamond + L?] K
Grade Grade Intensity
1 | Initial cost ($/ft) 0.8 3.93 1.45
2 | Life (years) 12 10
3 | &RVW RI IW 1 IW VLJQ VKHHW@QJ 530.55
4 | Labor cost per each installation/replacement ($) 200 200 200
5 | Number of sign installation/replacement in 50-year 5
6 | Required sign sheeting cost ($/50 years) 2,212.40
Required labor cost ($/50 years) 1,428 834 1000
8 | Total cost ($/50 years) 2,199.12 3,046.4(
10 | Average cost per year ($) 43.98 60.93 39.15

55



Overhead Guide Signs

In explaining the calculations in Table 3, the initial cost and lifespan information were obtained
IURP WKH PDQXIDFWXUHUYV 7KH VKHHWLQJ PDWHULDO FRVW
number of sign sheeting replacement/installation in a 50-year cycle is calculated by dividing 50 by
the sheeting material lifespan for each sheeting type. The material cost during a 50-year cycle is
calculated by multiplying the number of sign sheeting replacement/installation by the cost of the

IW i IWVLIQ 7KH UHTXLUHG ODERU FRVW LQ D \HDU F\FO
the number of sign sheeting replacement/installation. The total cost for each sheeting during a 50-
year cycle is calculated by adding the material cost in a 50-year cycle to the labor cost in a 50-year
cycle. The average annual cost is calculated by dividing the total cost during the 50-year cycle by 50.
Based on cost analysis results shown in Table 3, The High Intensity is the most cost-effective sign
sheeting, followed by Engineering Grade, and then by the Diamond Grade.

&21&/86,216

The most commonly used sheeting material by states for overhead guide sign legend is the Diamond
Grade (type IX followed by type Xl). For sign background, High Intensity (types Il and IV) are
WKH PRVW FRPPRQO\ XVHG ORVW VWDWHYV XVH 6HULHV ( ORC
5WR for guide signs.

States have two options or future plans for increasing overhead guide sign visibility during
QLIKWWLPH HLWKHU E\ LOOXPLQDWLQJ VLIJQV XVXDOO\ ZLW
QHZHU EULJKWHU UHWURUHAHFWLYH VKHHWLQJ PDWHULDO\
their overhead guide signs, while 43% do not. The most common light sources used currently to
illuminate overhead guide signs are MH, MV, HPS, induction lighting, and LEDs.

Based on the cost comparison of the six light sources, the 85W induction lighting is the most cost-
HITHFWLYH IROORZHG E\ WKH /(" WKH /(" WKH N Gl
Cool White LED. New light source generations (LED and induction lighting), are much better based
on the life cycle cost than the conventional light sources (MH, MV, and HPS). In general, induction
lighting is the most cost-effective light source followed by LEDs. Considering environmental issues
and power consumption, LEDs are more environmental friendly than induction light sources because
LEDs are free from mercury and lead materials and have lower energy consumption. This will result
in making LEDs much better than induction, and in our case, the 62W LED will be the best choice
DPRQJ WKH VL[ OLJKW VRXUFHVY %DVHG RQ WKH FRVW DQDO\\
WKH +LJK ,QWHQVLW\ LV WKH PRVW FRVW HIIHFWLYH UHWURU

Overall, comparing the best options used to increase sign visibility, sign illumination and sign
UHWURUHAHFWLYLW\ LW LV IRXQG WKDW XVLQJ UHWURUHAH
PLQDWLQJ 7KLV PHDQV WKH +LJK ,QWHQVLW\ UHWURUHAHFW
analysis, to increase overhead guide sign visibility to drivers during nighttime.

One of the limitations of this paper is the unavailability of labor and equipment costs when
installing or performing maintenance to the different light sources.

$FNQRZOHGJPHQWYV

The writers wish to express their appreciation to Kansas Department of Transportation (KDOT) for
funding this project through a grant to Kansas State University.
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Income and Exchange Rate Sensitivities of
Cross-Border Freight Flows:

Evidence from U.S.-Canada Exports and Imports
by Truck, Rail, Air, and Pipeline

E\ -XQZRRN &KL

7KLV SDSHU DLPV WR LPSURYH XQGHUVWDQGLQJ RI WKH ORC
*'3 UHDO H[FKDQJH UDWH DQG WKH SURGXFHU SULFH LQG
ARZV LQ D G\QDPLF IUDPHZRUN 6SHFLDO DWWHQWLRQ LV JL
WUXFN UDLO SLSHOLQH DQG DLU 8VLQJ WKH IXOO\ PRGL¢F
WKH SDSHU ¢(¢QGV WKDW WKH *'3 RI WKH LPSRUWLQJ FRXQWL
&DQDGD FURVV ERUGHU WUDGH VXJIJHVWLQJ WKDW HFRQRPL
LQ WKH UHODWLYH LQWHQVLW\ RI ELODWHUDO IUHLJKW ARZ
DVVRFLDWHG ZLWK 8 6 LPSRUWYV EXW QHJDWLYHO\ DVVRFLD
GROODU GHSUHFLDWLRQ DJDLQVW WKH &DQDGLDQ GROODU L
EXW ZHDNHQV GHPDQG IRU &DQDGLDQ FRPPRGLWLHV LQ WKF
VHOHFWHG HFRQRPLF YDULDEOHV RQ FURVYV ERUGHU H[SRUYV
WUDQVSRUWDWLRQ 7KH &DQDGLDQ *'3 KDV D SRVLWLYH DQG
DOO WUDQVSRUWDWLRQ PRGHV EXW 8 6 H[SRUWV E\ SLSHOL
**3 WKDQ 8 6 H[SRUWV E\ WUXFN DQG UDLO 7KH ¢QGLQJV LC
PDQDJHULDO LPSOLFDWLRQV IRU FURVV ERUGHU WUDQVSRUW

,1752'8&7,21

Canada is the largest trading partner of the United States with cross-border exports and imports
playing an important role in determining the trade balance between the two countries. Since the
North American Free Trade Agreement (NAFTA) was implemented, cross-border exports of
freight from the U.S. to Canada have substantially increased. For example, U.S. exports of freight
to Canada have risen from $44.6 billion to $54.5 billion during 2004:Q1 to 2013:Q1 (Bureau of
Transportation Statistics 2013). Trucking is the dominant transport mode compared to other modes
LH DLU UDLO YHVVHO DQG SLSHOLQH DFFRXQWLQJ IRU
However, there are different patterns of exports and imports between the United States and Canada,
DQG WKH LQWHQVLW\ RI IUHLJKW WUDGH ARZV DSSHDUV WR
example, U.S. exports to Canada by truck show an upward trend from 2004:Q1 to 2013:Q1, while
U.S. imports from Canada by truck are in a downward trend over the same period. In addition, U.S.
LPSRUWYV IURP &DQDGD E\ UDLO DQG SLSHOLQH AXFWXDWH P
&DQDGD E\ WKRVH VDPH PRGHY 7KHVH SDWWHUQV VXJJHVW
GLIIHU EHWZHHQ H[SRUWYV DQG LPSRUWYV DQG WKH LPSDFWYV
may vary by modes of transportation.
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YLIXUHB6 ([SRUWV WR &DQDGD DQG 86 ,PSRUWV IURP &DQDGD
ORGHV ,QGH[HG ([SRUWV DQG ,PSRUWYV $GMXVWHG IRU

Source: Bureau of Transportation Statistics (2013).

Several studies have investigated bilateral international trade (Srivastava and Green 1986;
Bahmani-Oskooee and Brooks 1999; McKenzie 1999; Bahmani-Oskooee and Ardalani 2006;
Bahmani-Oskooee and Bolhassani 2014). These papers tend to focus on the impacts of income
and exchange rate on bilateral trade. For example, Srivastava and Green (1986) examined the
GHWHUPLQDQWY RI ELODWHUDO WUDGH ARZV EHWZHHQ HI
and found that GDP of the exporting country is a pronounced factor affecting bilateral trade. Using
cointegration technique, Bahmani-Oskooee and Brooks (1999) investigated the bilateral trade
elasticities between the United States and its six largest trading partners. Their results showed that
a cointegration relationship exists in the variables in the U.S. import and export demand functions,
and a depreciation of the U.S. dollar improves the U.S. bilateral trade balance. In addition, Bahmani-
2VNRRHH DQG %ROKDVVDQL HIDPLQHG WKH LPSDFW RI F
of 152 industries between the United States and Canada. Their paper suggested that an increase in
exchange rate uncertainty has a little long-run impact on industries. McKenzie (1999) provided a
comprehensive literature review and found mixed results of the impact of exchange rate volatility
RQ WUDGH ARZV

A group of studies focused more on cross-border trade and transportation policy issues (Baier
and Bergstrand 2001; Taylor et al. 2004; Globerman and Storer 2009; Bradbury 2013). Baier and
Bergstrand (2001) assessed the impacts of income, tariff liberalization, and transport-cost on the
growth of world trade among the selected OECD countries. Their results showed that income
JURZWK WDULIIl UDWH GHFOLQHY DQG WUDQVSRUW FRVW UF
average world trade growth, respectively. Taylor et al. (2004) also explored the cost effects of border
and trade policies on U.S.-Canada cross-border trade and transportation. They found that border and
trade policies have a negative impact on the economies of two countries of $10.3 billion annually.
Globerman and Storer (2009) examined the effects of border security-related costs and delays on
Canadian exports to the United States and concluded that post-9/11 border security developments
KDG D VLIJQL{FDQW QHJIJDWLYH LPSDFW RQ &DQDGLDQ H[SRUW

Although previous studies have improved the understanding of the characteristics of cross-
ERUGHU WUDGH ARZV WKH GHWHUPLQDQWYV RI WKH 8 6 &D(
modes have not been investigated in existing literature. The impacts of the economic factors on
IUHLJKW ARZV PD\ GLIIHU DPRQJ WUDQVSRUWDWLRQ PRGHYV E|
trading commodities. For example, machinery and parts are main U.S. export commaodities shipped
by trucks to Canada, while petroleum products are mostly exported by pipeline. The income and
exchange rate elasticities of demand for these commodities can vary for Canadian consumers and
SURGXFHUV ZKLFK OHDG WR D GLIIHUHQW PDJQLWXGH RI LPS
and pipeline. Bahmani-Oskooee and Ardalani (2006) also supported the proposition that income
and exchange rate elasticities vary by commodity groups between the United States and its major
trading partners. 7KLV LV OLNHO\ WR LQAXHQFH WUDGH ARZV DPRQJ
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it is essential for policymakers and logistics managers to understand the long-run determinants of
ELODWHUDO IUHLJKW ARZV WR GHYHORS ORQJ WHUP WUDQVS
7KH SXUSRVH RI WKLV SDSHU LV WR DGYDQFH XQGHUVWDQ (

WKH 8QLWHG 6WDWHYV DQG &DQDGD E\ H[DPLQLQJ WKHE\ ORQJ
W U D QV S REpE¢idPaRéEntibN is paid to the assessment of dynamic impacts of economic growth,
exchange rate, and export price on U.S. freight exports and imports among transportation modes

L H WUXFN UDLO SLSHOLQH DQG DLU 7R WKH EHVW RI P\
G\QDPLF HIIHFWV RI WKHVH HFRQRPLF YDULDEOHYV RQ ELODW
WKH 8QLWHG 6WDWHYV DQG &DQDGD 7KLV SDSHU DGRSWV D I,
approach, developed by Phillips and Hansen (1990). The FM-OLS model is widely used to provide
unbiased estimates of the dynamic relationship between variables of interest if variables are non-
stationary { ) processes. Another advantage of the FM-OLS is that it is less sensitive to changes
in lag length and superior to other cointegration techniques when a small number of observations
DUH XVHG (QJOH DQG *UDQJHU &KL DQG %DHN 7KH
for validation of time-series techniques because limited data are available for the cross-border trade
analysis at an aggregate level. The information derived from this paper can be used to improve
XQGHUVWDQGLQJ RI WKH GULYLQJ IRUFHV RI WKH LQFUHDVLC
States and Canada. Further, this information may help build appropriate investment planning for
transportation infrastructure based on the projection of long-term economic growth and exchange
rate trends.

The remainder of the paper is organized as follows. The second section presents the FM-OLS
PRGHO YDULDEOH GHVFULSWLRQ DQG GDWD VRXUFHV 7KH '
)0 2/6 PRGHO WKH UHVXOWYV RI XQLW URRW DQG FRLQWHJUD!
exports and imports between the United States and Canada. Policy implications and concluding
UHPDUNV DUH SURYLGHG LQ WKH ¢QDO VHFWLRQ

7+( 02'(/
7KH )0 2/6 $SSURDFK

,Q H[DPLQLQJ WKH FURVV ERUGHU IUHLJKW ARZV WKLV SDS
bilateral trade model developed by Bahmani-Oskooee and Goswami (2004) and examines the long-
UXQ UHODWLRQVKLS EHWZHHQ HFRQRPLF JURZWK H[FKDQJH
United States and Canada. The reduced-form equations for U.S. freight exppptstd imports

( ,0),py transportation mode DUH VSHFL¢{HG DV IROORZV

(1) EX; = f (GDP ER,P"),

2) IM; = f (GDP,'S, ER,, P,

whereGDP,"** (GDP,“%)is the real Gross Domestic Production of the United States (Car(dsj{);
the real exchange rate of the Canadian dollar against the U.S. dollar; and is the export price of
commodities including transportation costs in the United States (Carada)P:*®) The freight
transportation modeéincludes truck, rail, pipeline, vessel,and dir ( W &@nd Y

To conduct the FM-OLS approach, Equations (1) and (2) are expressed in a log linear form as
follows.

(3) In EX, o 1INnGDP"® LINER, s;InR* |,
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4 IniM, , ,InGDP* LInER, SInP® |

where Qyand are error terms and all the variables are hypothesized to be integrated of order one

, 'LWK UHJDUG WR WKH H[SHFWHG VL IRV &I ,»R,HéegatdeH Q WV
economic growth in Canada (the United States) is positively associated with demand for imported
goods from the United States (Canada). For the real exchange rate, a decrease in the value of the
U.S. dollar against the Canadian dollar leads to a price reduction of imported U.S. goods in Canada,
which causes an increase in demand for U.S.goBds ( +RZHYHU WKH 8 6 GROOD!I
increases the price of imported goods in the United States and weakens demand for Canadian goods

( 2> 0). A price increase in exporting goods in the United States (Canada) has a negative effect on
demand for United States (Canadian) products in an international market; therefore, it is expected
that @ DQG

Data

This paper uses quarterly data from 2004:Q1 to 2013:Q1. Freight exports and imports by mode of
transportation are taken from the indexed trade data from the Bureau of Transportation Statistics

7KH GDWD DUH DGMXVWHG IRU LQADWLRQ DQG H[FKDQJ
GDP index (2005=100) collected from International Financial Statistics data, the International
Monetary Fund (IMF 2013a). The GDP is used as a proxy for economic growth in the country. In
addition, the real exchange rate is calculated by multiplying the nominal exchange rate by the ratio
of the consumer price indices (CPI) of the two countries. The real exchange rate data are obtained
from Economic Research Service (ERS), the United States Department of Agriculture (ERS 2013).
This paper employs the producer price index (PPI) as a proxy for the export price of commodities
and the PPIs for all commodities (2005=100) are collected from the International Financial Statistics
data (IMF 2013a). It should be noted that the 2004:Q1 to 2013:Q1 period is the best available export
and import data for all transportation modes from the Bureau of Transportation Statistics when the
analysis is conducted. Table 1 presents the summary statistics of the data used in the models. All
variables are expressed in natural logarithms.

(03,5,&$/ 5(68/76

7TKH ¢UVW VWHS RI WKH )0 2/6 SURFHGXUH LV WR WHVW WKH (
approach, the variables in Equations (3) and (4) must be non-stationary. This paper uses the Phillips-
Perron (PP) test for unit root (Perron 1989); the main advantage of the PP test over the Augment
Dickey-Fuller (ADF) test is that it can be more robust to general forms of heteroskedasticity. The
optimal lag length is determined by the Newey-West estimator. The results of the PP test show that
IRUDOO WKH YDULDEOHVY WKH QXOO K\SRWKHVLVY RI QRQ VW|
OHYHO IRU WKH OHYHO VHULHYVY ZKLOH LW LV UHMHFWHG IRU
that all the variables are non-stationary gnjl and therefore, all the selected variables can be used

in the FM-OLS procedure.
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7DEOH 6XPPDU\ 6WDWLVWLFVY 4XDUWHUO\ 'DWD IURP 4
. . . .. . Standard
Variable Unit Mean Median Minimum| Maximuni Deviation
GDP,** Index 103.29 96.00 3.23
P Index 110.91 95.66 9.81
(5 ww US$ (mil.) | 36,034.29 40,514.34
(5 uw US$ (mil.) | 5,254.53 5,295.52
(;sw | US$ (mil) 628.53 304.36 1,541.14
(;ow US$ (mil.) | 3,504.20 3,518.88 3,053.50 3,984.46 200.9
(5 vw US$ (mil.) 1,226.48 1,203.13 1,953.34
GDPS? Index 105.06 95.40 112.29 4.2
P Index 102.62 101.10
, Oww US$ (mil.) | 26,556.62| 24,506.19 3,954.60
, Ouw USS$ (mil.) | 11,834.26| 12,094.88 14,535.06 1,669.46
, Osw Us$ (mil.) 11,151.38 1,698.34
, Opw US$ (mil.) 1,555.38 139.96
, Ovw US$ (mil.) | 3,580.03 3,691.83 4,840.41
(5w CAS$/USS 1.12 1.09 1.00 1.36 0.10
7DEOH 5HVXOWY RI 3KLOOLSY 3HUURQ 33 7HVW IRU 8QLW ¢
Variable Level Diﬁ'jei:z;ce Decision Variable Level Diffzi:;ce Decision
In GDP“ 1.99 -2.65** 1(1) In GDP? 2.81 -2.81%* 1(1)
In P, 1.89 -3.83%* I(1) In PE? -4.65** I(2)
In (S ww 0.44 I(1)  [In, Oww I(1)
In ( S UW 0.91 -6.86** |(1) In , OUW -0.20 -5.18** |(1)
In (;sw 1.05 I(2) In , Osw 0.56 I(1)
In (;ow -0.33 -10.62** 1(2) In , Opw -9.09** I(1)
In (;yw 1.23 -9.33% I(1) In , Oyw 1.25 -8.31** I(2)
In (5w -1.94 I(1)

1 R WHdénotes rejection of the null hypothesis of a unit root at the 5% level. The 5% critical value for the
PP test is -1.95. The Newey-West lag length is used to compute the standard error for the PP test.

Before estimating the U.S. export and import models, the optimal lag length and cointegration
rank should be chosen. Trace statistics and eigenvalues are widely used to determine the number
of cointegrating vectors in the Johansen Likelihood Ratio (LR) Test for Cointegtatimmever,
the Johansen LR Test (Johansen 1988) is derived from asymptotic results and critical values may
be misleading for small sample size (Cheung and Lai 1993; Toda 1995). To avoid the small-sample
bias, this paper adopts a model selection method based on information criteria suggested by Yu et al.

DQG 3DUN HW DO 7TDEOH VKRZV 6FKZDU]TV %D\HVL
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information criteria on alternative lag lengths of zero through four. The test results show that the
optimal lag lengths are not consistent between SIC and HQ measures for seven models. This paper
employs HQ information criterion to select the optimal lag length because of the over-penalization
problem of SIC (Park et al. 2008).

7TDEOH 5HVXOWY RI 2SWLPDO /DJ /HQJWK RI 8 6 ([SRUW DQC

U.S. Exports
In (;ww In (;uw In (;sw In (;ow In (;vw
Lag HQ SIC HQ SIC HQ SIC HQ SIC HQ SIC
0 -25.18 | -25.18| -25.18 -25.18 -22.55 -22.55 -2628 -26(28 -23.29 -2B.29
1 -30.86 | -30.13*% -30.0471 -29.38f -26.24* | -30.52| -30.031
2 -31.51 | -30.06 -29.09 | -26.99* -25.54 -26.98
3 -29.19 | -29.51 -26.91 -30.51 | -29.06 -26.25
4 -31.56* | -28.66| -29.16 -26.89 | -23.99| -30.41 -28.48
U.S. Imports
In , Oww In , Ouw In , Osw In , Opw In , Oyw
Lag HQ SIC HQ SIC HQ SIC HQ SIC HQ SIC
0 -26.40 | -26.40| -25.93 -25.93 -26.11| -26.11
1 -31.46 -31.40 | -30.92*% -30.24% -31.09 | -30.60% -30.22
2 -31.41 | -30.44| -31.49 -30.52 -30.22 -29.26 -3099 -30,03 -31.08* -30.11*
3 -31.65* | -30.21| -31.69F -30.26 -30.20 -31.438| -29.99| -30.99 -29.5%
4 -39.93 | -29.01 -30.00 -30.98 | -29.05

Note: * indicates the optimal lag length; Schwarz’s Bayesian information criterion (SIC) =
In(|gul) + 20 pk?; Hannan and Quinn information criterion (HQYw¢| Tul) + 222 pk?,

One important requirement for application of the FM-OLS model is that a single cointegration
vectoP must exist in Equations (3) and (4). This paper uses HQ information criterion to identify the
number of cointegration vectors (Table 4). The results show that one cointegration vector is present
for the U.S. exports by truck, rail, pipeline, and air. This indicates that a long-run cointegration
relationship exists among the variables in these cases. In other words, there is a statistically
VLIQL{FDQW OLQHDU FRPELQDWLRQ RI 8 6 H[SRUWV *'3 H[F
cointegrating vector found for U.S. exports by vessel. Since the FM-OLS model is a single-equation
cointegration technique, the vessel models must be dropped. Thus, the paper proceeds with four
transportation modes for the analysis. For U.S. imports, the test results support the hypothesis that a
unique steady state relationship is present in the models for truck, rail, pipeline, and air.
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7DEOH BHVXOWY RI -RKDQVHQ 7HVW IRU &RLQWHJUDWLRQ
U.S. Exports
MEE(;I’:Em In (;ww In (;uw In (;sw In (;ow In (;vw
r=0 -18.64 -14.36 -15.13*
r=1 -15.09
r=2
r=3 -18.66 -14.58 -14.66
r=4 -18.60 -14.51 -14.60
U.S. Imports
Maé;(;r::lgm In , Oww In ,Oyw In , Osw In ,Opw In , Oyw
r=0 -18.39 -18.92 -18.26
r=1 -18.61* -18.95* -18.16* -18.80
r=2 -18.45 -18.86 -18.12 -19.33*
r=3 -18.48 -19.23
r=4 -18.43 -19.19

Note: * indicates the rank of the cointegration vector determined by Hannan and Quinn Information

Criteria (HQ).

7KH UHVXOWYV RI
KDV D SRVLWLYH HIIHFW RQ 8 6

ORQJ UXQ FRHI¢FLHQW HVWLPDWHV RI 8
IUHLJKW H[SRUWV E\ DOO WU

at the 5% level for truck, rail, and pipeline (Table 5). This result indicates that economic growth

in Canada is an important long-run determinant of U.S. freight exports. Among transportation
modes, U.S. exports by pipeline are more sensitive to a change in Canadian GDP than U.S. exports
E\ WUXFN DQG UDLO ZKLOH H[SRUWYVY E\ DLU DUH QRQ VLJQL
unique shipment characteristics of natural gas and petroleum products by pipeline. Unlike other
commodities demanded by either consumers or producers, the quantity demanded for imported
natural gas and petroleum products can be derived by both domestic consumers and producers. That
is, an increase in Canadian GDP, causing a rise in Canadian personal consumption as well as private
investment, can increase the consumption of energy and petroleum products substantially.
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7TDEOH 5HVXOWY RI (VWLPDWHG /RQJ UXQ &RHI{(FLHQWYV RI

U.S. Exports
Dependent
v;riable In (;ww In (;uw In (;sw In (;ow
| - 6.99% 9.83* 0.22
n GDP (1.06) (1.32) (4.59)
Independent -0.20 -0.68** -0.66**
variable | In (5w (0.26) (0.33) (1.15) (0.19)
e -1.24%* 0.90
In Pt (0.43) (0.54) (0.31)
Constant -9.05%* 10.51%
onstan (3.31) (4.13) (14.33) (2.42)
1RWH DQG GHQRWH UHMHEWLRQ Rl WKH QXOO K\SRWKH

respectively. Standard errors are given in parentheses.

The real exchange rate has a negative long-run impact on U.S. freight exports by truck (-0.20),
rail (-0.68) and air transportation (-0.66). However, the effect of the exchange rate is found to
EH VWDWLVWLFDOO\ VLIQL,{FDQW RQO\ IRU UDLO DQG DLU 6
Canadian dollar reduces the price of U.S. commodities in Canada, it can increase demand for U.S.
commodities in Canada; thus, the exchange rate is negatively associated with U.S. freight exports
by truck, rail, and air. Interestingly, only for pipeline, the results reveal that the exchange rate has
a positive effect on U.S. freight exports, indicating that a depreciation of the U.S. dollar against
WKH &DQDGLDQ GROODU UHGXFHV 8 6 H[SRUWV E\ SLSHOLQ
that if the U.S. dollar depreciates against the Canadian dollar, then the domestic consumption of
U.S. energy products may increase due to cheaper U.S. products relative to imported Canadian
energy products. This is likely to reduce U.S. energy exports by pipeline. Further, improved price
competitiveness of U.S. products in foreign markets due to the U.S. dollar depreciation may increase
energy consumption of export industries in the United States, which can reduce the exports of U.S.
energy products to Canada.

,Q DGGLWLRQ 8 6 33, KDV D VLIQL,FDQW QHJDWLYH LQAX
suggesting that in the long run, an increase in export price and transportation rates in the United
States leads to a drop in demand for imported U.S. commodities in Canada. In particular, U.S.
I[UHLJKW H[SRUWYV E\ WUXFN DQG UDLO DUH KLJKO
UHDVRQDEOH H[SODQDWLRQ IRU WKLV ¢(¢QGLQJ LV WKDW WKH'
and more inter- and intra-modal competition exists for the commodities shipped by truck. For
example, if a rail rate increases, a truck can be substituted for a railroad to ship exporting products
such as machinery and parts, vehicles, and plastics, which can lead to a reduction in U.S. freight
HISRUWV E\ UDLO $ SRVLWLYH DQG QRQ VLIQL,;FDQW FRHI¢{F
accessibility of pipeline in Canadian markets. Pipeline access is limited from oil-producing regions
LQ ZHVWHUQ &DQDGD WR HDVWHUQ UH{QHULHYVY :LOOLDPYV
between imported U.S. and domestic Canadian crude oil in western Canadian markets. This may
result in U.S. exports by pipeline being insensitive to changes in the export price of U.S. energy
products in Canada.

7TDEOH SURYLGHV WKH UHVXOWYVY RI HVWLPDWHG FRHI¢FL
8 6 *3 KDV D SRVLWLYH ORQJ UXQ HIIHFW RQ 8 6 IUHLJKW L

VLIQL{FDQFH OHYHO IRU DOO PRGHV 7KH UHVXOWYV VKRZ \
imports are greater for truck, rail, and pipeline than air. As shown in the U.S. freight exports to
&DQDGD 7DEOH WKH *'3 RI WKH LPSRUWLQJ FRXQWU\ LV IR
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86 &DQDGD FURVV ERUGHU WUDGH &RXSOHG ZLWK WKH ¢Q
SDSHU ¢QGV HYLGHQFH VXSSRUWLQJ WKH LGHD WKDW HFRQR
WKH UHODWLYH LQWHQVLW\ RI ELODWHUDO WUDGH ARZV

The real exchange rate is positively associated with U.S. freight imports from Canada by all
WUDQVSRUWDWLRQ PRGHV DOWKRXJK SLSHOLQH LV QRQ VLJQ
relative to the Canadian dollar decreases demand for Canadian commaodities in the United States.
&RPSDUHG ZLWK RWKHU PRGHV RI WUDQVSRUWDWLRQ 8 6 LI
VHQVLWLYH WR DQ H[FKDQJH UDWH FKDQJH 7KLV ¢QGLQJ PD\
Trucking is the dominant mode of importing consumer goods rather than raw materials, and U.S.
consumption of imported consumer goods can be more sensitive than other imported raw materials
to an exchange rate change.

Canadian PPl is found to have a negative effect on U.S. imports by truck (-4.38) and rail (-3.52),
indicating that a decline in export price and transportation rates in Canada increases freight imports
IURP &DQDGD WR WKH 8QLWHG 6WDWHYVY 7KH LPSDFW RI1 &DQTIL
LPSRUWYV E\ SLSHOLQH DQG DLU 2QH SRVVLEOH H[SODQDWL
is a small substitution effect between these modes and other transportation modes. For example,
pipeline is generally the most economical mode to ship oil and natural gas, which substantially
reduces a substitution effect between pipeline and other transportation modes. This effect may lead
WR DQ LQVLJQL{FDQW RU OLWWOH LPSDFW RI H[SRUWLQJ SL
commodities shipped by air are time-sensitive and have high values per unit and, therefore, rail or
truck may not be a viable substitute for air, especially long-haul services.

7TDEOH 5HVXOWYV RI (VWLPDWHG /RQJ UXQ &RHI¢FLHQWYV RI |

U.S. Imports
Dependent
veaprie:blgn In , Oww In , Oyw In , Osw In , Opw
| B 4.14%
n GDP, (1.34) (1.59) (1.66)
Independent 1.49%* 0.86%*
variable | In (5w (0.44) (0.46) (0.21)
e -4.38%* -3.52% -0.82 0.01
NP (0.80) (0.83) (0.39)
c -5.15 -6.11 -0.68
onstant (4.93) (5.85) (6.11) (2.85)
1RWH DQG GHQRWH UHMHFWLRQ RI WKH QX0OO K\SRWKHVL

respectively. Standard errors are given in parentheses.

2QH DUHD RI FRQFHUQ LQ XVLQJ D VLQJOH HTXDWLRQ PRGH
is that the residuals of Equations (3) and (4) (i@.and ) could be correlated. For example, a
trade dispute between the United States or Canada on commodities (e.g., softwood lumber, beef, and
DJULFXOWXUDO SURGXFWV FDQ LQAXHQFH ERWK LQERXQG D
D VLPXOWDQHRXV HTXDWLRQV PRGHO PD\ SHUIRUP PRUH HI{F
paper employs a seemingly unrelated regression (SUR) model to address a potential of correlated
UHVLGXDOV RI WKH H[SRUW DQG LPSRUW HTXDWLRQV 7KH Ut
EH FRQVLVWHQW EHWZHHQ WKH WZR DSSURDFKHV EXW PRUH
LQ WKH )02/6 7DEOH LQ $SSHQGL]
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&21&/86,21

The contribution of this paper is to investigate the determinants of U.S.-Canada bilateral freight
ARZV E\ PRGH Rl WUDQVSRUWDWLRQ LQ D G\QDPLF IUDPHZR
evaluates the long-run impacts of economic growth, exchange rate, and export price on U.S. freight
exports and imports. The empirical results show that a dynamic effect of the selected variables
on cross-border freight exports and imports varies by mode of transportation. For example, the
Canadian GDP is a primary determinant of U.S. freight exports by all transportation modes, but U.S.
exports by pipeline are found to be more sensitive to a change in Canadian GDP than U.S. exports
by truck and rail.

6HYHUDO SROLF\ LPSOLFDWLRQV FDQ EH GUDZQ IURP WKI
SURYLGHY HPSLULFDO HYLGHQFH WKDW 8 6 &DQDGD FURVYV
to the economic growth in the importing country in the long run. An important implication from
WKLV (QGLQJ LV WKDW WKH UHODWLYH JURZWK RI &DQDGLC
in determining the balance of trade in the United States and Canada. The International Monetary
Fund (IMF 2013b) reports that U.S. GDP (3.06%) is forecasted to grow faster than Canadian GDP

IRU WKH SHULRG 7KLY JURZWK FRXOG LQFUHDVI
8QLWHG 6WDWHY DQG OHDG WR WKH ELODWHUDO 8 6 WUDGH
the largest energy exporter to the United States and a growing U.S. economy is likely to increase
energy expenditures and imports of petroleum from Canada. This likelihood further increases the
need for improvement in transport capacity for energy exports by rail and pipeline.

6HFRQG WKH UHDO H[FKDQJH UDWH KDV D VLIJQL¢{FDQW LP¢
7KLV ¢QGLQJ LPSOLHVY WKDW 8 6 GROODU GHSUHFLDWLRQ FIL
imports from Canada, since U.S. dollar depreciation against the Canadian dollar increases demand
for U.S. commodities in Canada, but weakens demand for Canadian commodities in the United
6WDWHY &DQDGDTV KHDOWK\ (VFDO DQG HFRQRPLF SRVLWLI
against the U.S. dollarcausing strong demand for imported U.S. products (e.g., motor vehicles
and parts, machinery, electronics, chemicals, and durable consumer goods). For example, Statistics
Canada (2013) reports that imports from the United States to Canada grew by 1.0 %, while exports
to the United States increased by only 0.2% in October, 2013. This recent trend of U.S. dollar
depreciation would help improve the U.S. trade balance and increase demand for transportation
services for exporting commodities in the United States.

J)LQDOO\ ERWK H[SRUWY DQG LPSRUWYV E\ WUXFN DQG UDL
price index (PPI), suggesting that a rise in export price and transportation cost can reduce the trade
ARZV EHWZHHQ WKH 8QLWHG 6WDWHYVY DQG &DQDGD 7KLV ¢(QG
DQG FRVW HI{(FLHQW WUDQVSRUWDWLRQ VHUYLFHV FRXOG S
ORQJ UXQ 1HOGHU IRXQG WKDW IXHO HI{FLHQF\ LQ WKF
WR DQG VRPH RI WKH HI{(FLHQF\ JDLQV DUH GXH WR WH
lightweight, high-capacity railcars and stronger motors have reduced the number of locomotives
required to pull a train. New technology, such as global positioning systems (GPS), radio frequency
LGHQWL{FDWLRQ 5)," DQG PDLQWHQDQFH DQG VDIHW\ PRQL
WHFKQRORJLFDO DQG HI¢FLHQF\ LPSURYHPHQWY ,Q WKH OF
border markets in the United States and Canada may be affected by these improvements.

This paper was intended to examine the impacts of income and exchange rate changes on trade
ARZV E\ XVLQJ DJJUHJDWH IUHLJKW GDWD DPRQJ WUDQVSRU\
macro demand approach does not capture the dynamic relationships between these variables and
WUDGH ARZV DW DQ LQGXVWU\ RU FRPPRGLW\ OHYHO )XWwXU
ARZ PRGHO DW WKH UHJLRQDO RU FLW\ OHYHO WR SURYLGH Y
infrastructure and investment.
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Endnotes

1. %DKPDQL 2VNRRHH DQG $UGDODQL IRXQG WKDW WKH C
income on U.S. exports are 3.89 and 0.43 for electrical machinery and petroleum preparations,
UHVSHFWLYHO\ 7KH FRHI()FLHQWY RI WKH UHDO H[FKDQJH |
commodity groups.

2. The null hypothesis of the trace test is that the number of cointegrating vectors is less than or
equal to UIf the trace statistic for givel®0 exceeds its critical value, then it is concluded that
at least one cointegrating vector is present. The distribution of the trace statistic proposed by
Johansen (1995) is -), whers the number of observations and are the estimated eigenvalues.

3. If two or more variables are individually integrated (i.e., I(1)) but a certain linear combination
of them to be 1(0), then the variables are said to be cointegrated. A stationary equilibrium
UHODWLRQVKLS EHWZHHQ YDULDEOHV LV SUHVHQW LI D FF
DQG *UDQJHU

4. To meet a strong need for transport improvement, Canada is currently enhancing its rail export
capacity to transport oil across the border. It was almost zero capacity in 2011, but will reach
200,000 and 300,000 barrels per day by the end of 2013 and 2014, respectively (Crooks 2013).

7KH FXUUHQF\ H[FKDQJH UDWH GHFUHDVHG IURP WR
January 3, 2000, to December 28, 2013 (Bank of Canada 2013).
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APPENDIX

7TDEOH 5HVXOWY RI 6HHPLQJO\ 8QUHODWHG 5HJUHVVLRQ 6¢

U.S. Exports
Dependent
vaf)riable In (;ww In (;uw In (;sw In (;ow
ca 1.06* 1.52 1.08 0.08
In GDP,
' (1.12) (4.85)
Independent | -0.80* -0.51 1.21
variable | 1N (5w (0.25) (0.35) (1.29) (0.20)
i B -0.63** 0.25 3.61* -0.55*
n P (0.29) (0.49) (2.02) (0.31)
Constant 8.63* 0.35
(1.96) (3.59) (15.14) (2.38)
U.S. Imports
Dependent
va[t)riable In , Oww In, Oyw In , Osw In , Opw
us 3.31% 3.11% 0.56 1.21
In GDP (0.63) (1.20) (1.36) (0.93)
Independent n (5 0.32 0.55 0.48 0.56*
variable (5w (0.32) (0.53) (0.49) (0.29)
In pea -2.08* 0.82* -0.20
‘ (0.44) (0.42) (0.26)
2.92 8.22
Constant (5.02) (5.52)
1RWH DQG GHQRWH UHMHEWLRQ Rl WKH QXOO K\SRWKH

respectively. Standard errors are given in parentheses.

Junwook ChiLV DQ DVVLVWDQW SURIHVVRU LQ WUDQVSRUWDWLRQ |
8QLYHUVLW\ RI +DzZzDLL DW ODQRD +H UHFHLYHG KLV 3K' LQ
'DNRWD 6WDWH 8QLYHUVLW\ DQG 06F LQ DJULFXOWXUDO HFR
&DQDGD +LV DUHDV RI UHVHDUFK LQWHUHVW DUH WUDQVSI
WUDQVSRUWDWLRQ +LV UHVHDUFK K DlvanBsrfation Bes€&ar¢h@aw KH | F
E (Logistic and Transportation Review), Transport Policy, Journal of Transport Economics and
Policy, Journal of Air Transport and Management, Maritime Policy and Managerbe@ig@adian

Journal of Agricultural Economics
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A Comprehensive Assessment of Highway
Inventory Data Collection Methods

E\ ORKDPPDG -DOD\HU +XDJXR =KRX -LH *RQJ 6KXQ)X +X DQ

7TKH LPSOHPHQWDWLRQ RI WKH +LJKZD\ 6DIHW\ ODQXDO +60 I
WUDQVSRUWDWLRQ DJHQFLHV WR SURDFWLYHO\ DGGUHVV VD
RlI +60 IDFHV VLJQL;FDQW EDUULHUV DV PDQ\ VWDWH GHSDUYV
VXI¢FLHQW +60 UHTXLUHG KLJKZD\ LQYHQWRU\ GDWD O0DQ\ W|
DQG ORFDO DJHQFLHV WR FROOHFW KLJKZD\ LQYHQWRU\ GDW
ZKLFK RI WKHVH PHWKRGV RU DQ\ FRPELQDWLRQ RI WKHP LV
GDWDVHW ZKLOH PLQLPL]LQJ FRVW DQG VDIHW\ FRQFHUQV

FDSDELOLW\ RI H[LVWLQJ PHWKRGV IRU FROOHFWLQJ KLJKZEL
RI WKH UHFHQWO\ SXEOLVKHG +60 ORUH VSHFL{FDOO\ WKLYV
PHWKRGV WKURXJK D QDWLRQZLGH VXUYH\ DQG D ¢HOG WUL
GDWD FROOHFWLRQ +,'& PHWKRGV RQ YDULRXV W\SHV RI KL.
FRQGXFWHG WR SUHVHQW DQ H[DPSOH RQ KRZ WR LQFRUSRUL
WR VHOHFW WKH PRVW VXLWDEOH +,'&8 PHWKRG IRU WKH VSHI

,1752'8&7,21

The Highway Safety Manual (HSM) provides decision makers and engineers with the information
DQG WRROV WR LPSURYH URDGZD\ VDIHW\ SHUIRUPDQFH ,CQC
methods, which can be employed to quantitatively estimate the safety of a transportation facility

in terms of number of crashes, were provided for three types of facilities: rural two-lane roadways,
rural multi-lane highways, and urban/suburban arterials. A National Cooperative Highway Research
B3URJUDP 1&+53 SURMHFW UHFHQWO\ GHYHORSHG VDIH)
interchanges as well (Bonneson et al. 2012). Since the release of the HSM in 2010, many states
KDYH VRXJKW WR WDLORU WKH YDULRXV VDIHW\ PHDVXUHYV D
VDIHW\ LQ WKHLU VSHFL¢{F ORFDWLRQV 7KLV PDQXDO SURYL
to prioritize projects, compare alternatives, and select the most appropriate countermeasures in the
planning/ design/ construction/ maintenance process.

To implement methods presented in the HSM, a major challenge for state and local agencies is
the collection of necessary roadway information along thousands of miles of highways. Collecting
URDGZD\ DVVHW LQYHQWRU\ GDWD RIWHQ LQFXUV VLJIQL¢{FDC
of transportations (DOTs) and local agencies have employed a variety of methods to collect the
URDGZD\ LQYHQWRU\ GDWD LQFOXGLQJ (¢HOG LQYHQWRU\ S
systems, aerial photography, satellite imagery, airborne Light Detection and Ranging (LiDAR),
static terrestrial laser scanning, and mobile LIDAR. These methods vary based on equipment needed,
WLPH UHTXLUHG IRU ERWK FROOHFWLQJ GDWD DQG UHGXFLC
advantages and limitations. Particularly, vehicle-mounted LiDAR, a relatively new type of mobile
mapping system, is capable of collecting a large amount of detailed 3D highway inventory data, but
LW UHTXLUHV H[SHQVLYH HTXLSPHQW DQG VLJQL,FDQW GDWL
LQYHQWRU\ GDWD 2Q WKH RWKHU KDQG D WUDGLWLRQDO ¢
training, and data reduction efforts. However, this method is not only time-consuming and labor-
intensive, but also exposes data collection crews to dangerous roadway environments.
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The efforts and costs associated with collecting various data with different techniques vary
greatly. Therefore, there is a need to understand the application of existing highway inventory
data collection (HIDC) methods for gathering HSM-related roadway inventory data. This study
sought to present an in-depth review of various roadway asset inventory data collection methods
and to compare the quality and desirability of these methods. A national survey was conducted to
all the state DOTSs to collect the related information toward these various data collection techniques.
$GGLWLRQDOO\ ¢HOG WULDOV ZHUH FRQGXFWHG WR LGHQWL
recording highway inventory data to support HSM implementation. By virtue of the fact that many
state DOTs are currently redesigning their asset management plans to meet MAP-21 requirements,
the outcomes of this research effort may provide a resource for saving money and time.

5(6($5&+ %$&.*5281"
+LJKZD\ ,QYHQWRU\ 'DWD IRU +LJKZD\ 6DIHW\ 0DQXDO

The HSM can be utilized to predict the safety performance of a roadway segment or an intersection.
The safety performance is evaluated by using a system of equations, known as Safety Performance
Functions (SPFs), to estimate the average crash frequency based upon roadway characteristics and
WUDI¢F FRQGLWLRQV 7KH LQSXW GDWD IRU GLITHUHQW W\SH"®
different. Tables 1 and 2 summarize the required input data for the safety predictive models in the
HSM. The check mark indicates the required variables for roadway segments and intersections.
Currently, few states have existing highway inventory databases that contain all the required
YDULDEOHYV IRU WKH LQSXW RI WKH +60 PRGHOV 3DUWLFXODL
VXFK DV URDGVLGH VORSH JUDGH URDGVLGH ¢([HG REMHFWYV
way are missing in the current lllinois Department of Transportation (IDOT) databases. Therefore,
the main objective of this study is to evaluate which data collection method is able to collect those
roadside features in the most economical and effective way. Because these features are also absent
LQ PDQ\ VWDWH '27 GDWDEDVHYVY WKH ¢QGLQJV RI WKLV VWXG
states.

BHYLHZ Rl +LJKZD\ ,QYHQWRU\ 'DWD &ROOHFWLRQ OHWKRGV

HIDC methods can be broadly divided into two different categories: land-based and air- or space-
based methods as shown in Table 3 (Gong et al. 2012). These methods vary in equipment used, data
collection time, data reduction time, accuracy, and cost. A brief description of the available data
collection methods and related studies is provided in Table 4.

In general, it can be noted that although there are a considerable number of studies on various
HIDC methods, none of them have solely focused on supporting HSM implementation. Therefore,
the challenge is to match the best methods to HSM-oriented highway inventory applications.
Additionally, it is not clear to what extent these methods have been implemented by various state
DOTs. Such information might aid other state DOTs and teach valuable lessons regarding which
methods are preferred. This study was aimed at characterizing the utility of these existing HIDC
PHWKRGY IRU FROOHFWLQJ +60 UHTXLUHG URDG LQYHQWRU!'
evaluation of selected HIDC methods.

6859(< '$7% &2//(&7,21 $1' $1%$/<6,6
In many states, there is a lack of worthy highway databases that include all the required variables as
inputs for the HSM predictive models. On the other hand, many state DOTs do have road inventory

databases that provide some data elements that can be used in the HSM predictive models. A
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7DEOH +LJKZD\ ,QYHQWRU\ 'DWD 5HTXLUHG IRU 5RDG 6HJPF
Manual
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7TDEOH FROQWLQXHG

Source: AASHTO (2010)

7TDEOH +LJKZD\ ,QYHQWRU\ 'DWD 5HTXLUHG IRU ,QWHUVHFW

Source: AASHTO (2010)
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7TDEOH &DWHJRUL]DWLRQ RI +LJKZD\ ,QYHQWRU\ 'DWD &ROC

guestion is how different state DOTs have collected these inventory data and is there any lesson that
can be learned from them. In order to gain an understanding of the implementation status of various
HIDC methods and their perceived strengths and shortcomings, a web-based survey was developed
DQG VHQW WR VWDWH '27V DQG VHYHQ &DQDGLDQ SURYLQI
asked to indicate their primary data collection methods and their opinions on the adopted methods
regarding cost, time, accuracy, safety, and data storage requirements. The survey focused on a few
URDGVLGH IHDWXUHY WKDW DUH NQRZQ WR EH GLI{FXOW WF
models.

The survey analysis results, based upon 30 respondent states, demonstrated that over 50% of
UHVSRQGLQJ VWDWHYV XVH ¢HOG LQYHQWRU\ LQWHJIJUDWHG *
IRU FROOHFWLQJ URDGVLGH IHDWXUH GDWD ,Q WUXWK WKH
roadway features due to equipment limitations since new technologies may not be suitable for all
assets. According to the survey results, it is evident that satellite imagery and airborne LIiDAR are
OHVV SRSXODU FKRLFHVY DPRQJ VWDWH '27V EHFDXVH LW LV
methods. Additionally, mobile LIDAR is uncommon but appears to be growing and most popular.
Figure 1 depicts the percentage of states using each type of HIDC method.

J)LIXUH 7THFKQRORJ\ $GRSWLRQ 3HUFHQWDJH LQ 5HVSRQGHC
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It should be noted that most of the respondent states indicated that they use a combination of
several data collection methods to meet their roadside inventory data needs. The results revealed
that guardrails, shoulders, and mileposts are the most predominant objects being collected but using
different methods. Moreover, only 9% of states collected roadside slope and curvature alignments.

Additionally, the survey respondents were requested to indicate their level of satisfaction with
their primary collection method using a scale of 1 to 5 (representing unacceptable, fair, good, very
JRRG DQG H[FHOOHQW UHVSHFWLYHO\ ZKHUH RQH LV ZRUYV
results for the nine satisfaction indicators considered in the survey, including equipment cost, data
accuracy, data completeness, crew hazard exposure, data collection cost, data collection time, data
reduction cost, data reduction time, and data storage requirement. Based on these parameters, most
states express their level of satisfaction as good for the primary data collection methods, which they
have used more frequently to collect the required datasets.

7TDEOH /IHYHOV RI 6DWLVIDFWLRQ IRU 3ULPDU\ 'DWD &ROOH|

6DWLVIDFWLRQ )DF\%I%QJE/FHS\/\FBiE()I—Good Very Good | ([FHO O HsQX\W
Equipment Cost Rating 0 21 58 21 0 100
Data Accuracy Rating 0 41 45 100
Data Completeness Rating 34 34 100
Crew Hazard Exposure Rating 4 29 39 21 100
Data Collection Cost Rating 3 24 55 0 100
Data Collection Time Rating 3 34 48 14 0 10
Data Reduction Time Rating 11 26 30 26 100
Data Reduction Cost Rating 4 39 29 21 100
gg:ﬁ]gStorage Requirement 0 14 50 31 3 100

The data shown in Table 5 indicate that most agencies rated their current systems from fair
to good for most performance categories. Table 6 presents the rating of each satisfaction indicator
in Table 5 for each data collection method based on the level of satisfaction with the primary data
collection method. It showed that satellite imagery, photo logs, and aerial imagery scored highest on
all the evaluation elements. Examination of the scores of different evaluation elements reveals that
most methods had lower rankings for data reduction time, data collection time, and data collection
FRVW 7KLV FODUL¢HV WKDW WKH IRFXV RI FRQFHUQ RI VWDW
and reduction and the associated cost. Moreover, state DOTs that used either airborne LiDAR
or mobile LIDAR expressed less satisfaction toward these two methods in equipment cost, data
reduction cost, and data reduction time performance categories. Their concerns are clearly related
to the data reduction time associated with these two methods. Both methods collect a tremendous
YROXPH RI GDWD WKDW LV GLI¢FXOW WR SURFHVV 6RPH RI W
York State DOT rates its GPS/GIS system as unacceptable to fair in several categories, and the
&DOLIRUQLD 6WDWH '27 DSSHDUV JHQHUDOO\ GLVVDWLV¢{HG
technology stands out as the obvious choice of methods for roadside feature data collection, and
most agencies perceive that their inventory methods could be substantially improved.
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7TDEOH /[HYHO RI 6DWLVIDFWLRQ RQ $GRSWHG ,QYHQWRU\ 'L

), (/" 75,%$/ $1' 5(68/76

%DVHG RQ WKH OLWHUDWXUH UHYLHZ DQG VXUYH\ WKH UHVF
further evaluated: GPS data logger, robotic total station, GPS enabled photo/video log, satellite/
aerial imagery, and mobile LiDAR. Four different types of roadway segments, including rural two-
lane highway, rural multi-lane highway, urban and suburban arterial, and freeway segment, were
chosen as the test sites for these methods. These segments varied in length but were not shorter than
one mile.

7KH GDWD UHGXFWLRQ HIIRUW UHTXLUHG IRU HDFK GDWD F
WKH XWLOLW\ RI WKH WHFKQLTXH 6SHFL{;FDOO\ RQH SUHYLR
was more cost-effective than automated methods such as mobile mapping systems, as the latter
LQFXU KLJK HTXLSPHQW FRVWY DQG D VLJQL,FDQWO\ JUHDW
However, recent developments in automated data reduction methods and declining equipment costs
(e.g., laser, camera) may have changed this conclusion. Given this fact, the research team recorded
the time spent conducting data reduction tasks such as extracting objects, and determining clear
zone distance, side slope and other parameters from datasets. A list of promising data collection
PHWKRGY DQG WKH SURSRVHG GDWD UHGXFWLRQ PHWKRGV I
also evaluated the feasibility and training needs for DOT personnel to use these programs. In general,
the effort of data reduction was directly proportional to the quantity and richness of data collected
LQ WKH ¢HOG =KRX HW DO

7TDEOH 3URSRVHG 'DWD 5HGXFWLRQ OHWKRGV

. Data Reduction Method o
Data Collection Method Ll UHTXLUHG Descriptions
Field Inventory N/A
Photo/Video Log Manual review, photogrammetry
Integrated GPS/GIS Mapping
N/A
Systems
Aerial Photography GIS package (ArcGIS)
Satellite Imagery GIS package (Google Earth Prp)
A software which has a capability tp
Mobile LIDAR Point cloud post-processing G HFLPDWH ¢ OHV LQWHOOLJH:
software losing the important featured-related
information such as locations.
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*36 'DWD /RJJHU

A GPS data logger is a GPS unit that records time of observation, location, elevation, and crew-
entered notes. The data logger is equipped with an internal camera, allowing images of recorded
locations to be stored and associated with the location data. Output from the data logger may be
viewed on a mapping application such as Google Earth. Figure 2 illustrates a sample of this device
LQ XVH WR ORFDWH D WUDI¢{F VLJIQ

)LIXUH $ *36 'DWD /RJJHU '"HYLFH IRU 'DWD &ROOHFWLRQ

In general, the GPS data logger device is very user-friendly, reduces the need for extensive
training, and can be operated by one surveyor. As for data collection, the GPS data logging technique
is accomplished by placing the device next to the object to be recorded. In doing so, at the beginning
of data collection work, the device must be initialized. Initialization refers to the automated startup
routine that GPS receivers employ to scan the visible sky, identify observable satellites, and make
a location determination. Depending on the number of satellites in view and their geometrical
distribution above the target, this process may require from a few minutes to as many as 15 minutes.
Once initialization is complete, location data are provided in real time even if the receiver is in
motion. Notably, in this method, data collection time is very sensitive to the type of objects, the
objects’ density, the distance between objects, and the terrain. Therefore, using a four-wheel, all-
WHUUDLQ YHKLFOH FDQ UHGXFH GDWD FROOHFWLRQ WLPH VL
the aforementioned vehicle, the average times for setting up the device and collecting data per object
ZHUH ¢YH PLQXWHY DQG RQH PLQXWH UHVSHFWLYHO\

As to the data reduction effort, one of the primary tasks is the organization of all data collected for
the purpose. The data reduction steps required by this method, for this research, included importing
WKH FROOHFWHG GDWD (OHV LQWR D &RPSXWHU $LGHG 'HVI
&LYLO ' HVWDEOLVKLQJ D GUDZLQJ ¢OH WHPSODWH WKDW |
REMHFWY IRU XVH LQ D QHZ ¢OH DQG LPSRUWLQJ WKH UHVXC
consisted of a series of discrete points with associated elevation and description attributes. By virtue
RI WKH GUDZLQJ ¢OH D KLJKZD\ DOLJQPHQW GUDZLQJ ZDV D"
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XVLQJ WKH GLVFUHWH SRLQW HOHYDWLRQV WR GH¢{QH D VXI
banding,” was simultaneously employed to identify roadside slope based upon percentage of slope
(in dark color) (Figure 3).

J)LIXUH $ 6DPSOH RI 60RSH %DQGLQJ

In this study, the analysis of results demonstrated that the GPS data logger can not only gather all
the objective highway inventory data to be implemented in the HSM but also can meet the accuracy
required by the HSM safety predictive models; i.e., four inches accuracy of feature locations can be
achieved. One of the shortcomings is the likelihood of GPS outage in areas with tall buildings and
VLIQL{;FDQW WUHH FRYHU &UHZ H[SRVXUH WR WUDI¢{F LV DC
VXFK DV VHWWLQJ XS ZDUQLQJ VLJQV DQG WUDI¢F FRQHV ZK
time required to survey each segment.

S5RERWLF 7TRWDO 6WDWLRQ

During the late 1980s, electronic distance measuring equipment was successfully integrated with
electronic theodolites, used for measuring angles in horizontal and vertical planes, to create “total
station” surveying instruments. This new generation of surveying instrument directly displays
horizontal and vertical angles, slope distance, and derived horizontal distance, vertical distance,
DQG [ \'] FRRUGLQDWHYV :LWK WKH DGGLWLRQ RI HOHFWURQL
work productivity has dramatically improved. A typical survey crew using a total station instrument
consists of three people: an instrument person to point the instrument and initiate measurement,
a party chief to direct the work and sketch additional data, and a rodman to walk to the object to
be recorded and plumbthd HAHFWRU SULVP HTXLSSHG VXUYH\ URG
total stations and robotic total stations employ electronic distance measuring systems that
measure the time reiged for light to travel from the instrument to the target and back. A retro-
prism mounted on a pole is placed at the target and the instrument’s light beam is directed toward
LW DQG WKHQ VHQW G LUHFWBRBy\adiDdautdiadminglef tie-phistnFid tatlied S U L
links and robotic servos, total station systems have been developed that automatically continuously
track the prism target and transmit data to a data collector and operating controller located on the
prism pole. This type of system is referred to as a robotic total station. A robotic total station may
be operated by a single person who controls the robotic total station remotely while walking with
the prism pole and data collector. During this study, a single surveyor using a robotic total station
required an average of one minute to collect information for each object. Figure 4 depicts the robotic
total station in use during the data collection activities. Notably, in comparison with the GPS data
logging, the initial system setup and data collection time per object were higher.
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)LIXUH $ 5RERWLF 7TRWDO 6WDWLRQ 'HYLFH IRU 'DWD &ROOI

The robotic total station method requires the same data reduction effort as GPS data logging.
A skilled operator, using up-to-date software, has the capability to process survey crew-derived
data at rates in excess of 2,000 ft. per hour. The results indicated that this method is able to collect
all the required asset roadway inventory data with a precision of 0.01 ft., more than adequate for
WKH DFFXUDF\ UHTXLUHPHQWY IRU LPSOHPHQWLQJ WKH +60
station method is that it has an operating radius of approximately 1,000 ft. from each setup point.
Therefore, the robotic total station must be relocated as the survey progresses, a process that requires
approximately 15 minutes for each required move. Loss of prism tracking, which is to automatically
point the instrument at the prism at all times by a radio link, video imaging system, and light beam
recognition system controlled by the instrument’s programmable logic system, is an additional issue
associated with robotic total stations. Loss of tracking may be caused by line of sight interference
GXH WR WHUUDLQ RU KLJKZD\ WUDI{(F 6HYHUDO PLQXWHV PL
robotic total station with every loss of tracking event. To operate the system, the surveyor must walk
WR WKH REMHFW EHLQJ PHDVXUHG 7KLV H[SRVHV WKH VXUYl
of pavement, shoulder, and centerline data. Crew safety must be addressed through warning signs,
WUDI¢F FRQHVY DQG KLJK YLVLELOLW\ FORWKLQJ

*36 (QDEOHG 3KRWR 9LGHR /RJJLQJ

The collection of geo-tagged digital videos and photos is carried out using a Red Hen video mapping
system (www.redhensystems.com). Equipped with a video camcorder and a GPS antenna, the video
mapping system is able to collect geo-tagged digital video with essential locational information,
which may be imported into ArcGIS 9.3 software (with a ArcView 9.3 or Arc Editor 9.3 license)
using a video for ArcGIS extension (or GeoVideo) (Figure 5). In the instance of data collection
time, the GPS enabled photo/video logging requires a relatively short time but an extensive feature
HIWUDFWLRQ HIIRUW LQ WKH RI{FH ,Q WKLV VWXG\ WKH DY
method was nine minutes per mile.

In respect to the data reduction effort, with the help of high-resolution imagery (e.g., 1-ft
digital orthophotos, an undistorted aerial imagery that can be used to measure the true distances, or
VDWHOOLWH LPDJHU\ DV D EDFNJURXQG DQG YLGHR (OHV FR
better quality videos than other formats, features in the form of points, lines, and polygons can be
traced through on-screen digitizing and saved as feature classes in ArcGIS. In the present research,
extraction of required features took an average of 50 minutes per mile or one minute per object.
Figure 6 illustrates an example of object extractions using both video logging and high-resolution
imagery.
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J)LIXUH $ 9LGHR /RJJLQJ 6\VWHP &RQ¢JXUDWLRQV LQ 8VH IR

JLIXUH $ 6DPSOH RI 2EMHFW ([WUDFWLRQ 8WLOL]JLQJ %RWK
Imagery

Due to recording videos on a vehicular platform, this method eliminates the risk of exposing the
GDWD FROOHFWLRQ FUHZ WR URDG WUDI¢(¢F $GGLWLRQDOO\
or satellite imagery, the photo/video log method can provide all roadside inventory data to be
implemented in the HSM, except roadside slope with reasonable accuracy. A locational accuracy of
six inches for all roadside objects is achievable with 1-ft spatial resolution images.
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6DWHOOLWH $HULDO ,PDJHU\

Satellite/aerial imagery has been employed over the past several decades to obtain a wide variety
of information about the earth’s surface. High-resolution images taken from satellite/aircraft can

be utilized to identify and extract highway inventory data input (Gong et al. 2012, Golparvar-Fard

et al. 2012, Zhou et al. 2013, Jalayer et al. 2013). Therefore, Google maps and Bing maps are two
EHQH{FLDO WRROV IRU WKLV SXUSRVH 7KH LQFUHDVLQJ DY
possibility of leveraging these images to extract some HSM-related roadside features as shown
LQ )LIXUH 1RWDEO\ RQH RI WKH FRQVLGHUDEOH EHQH¢{WYV
elimination of data collection efforts since all imagery is already freely accessible. Compared to
RWKHU PHWKRGYVY WKHUHIRUH WKLY PHWKRG LV WKH PRVW
data collection cost. However, similar to the photo/video log method, the satellite/aerial imagery

is not capable of collecting some HSM-related highway inventory data. For instance, extraction

RI URDGVLGH VORSH LQIRUPDWLRQ LV YHU\ GLI¢(FXOW IURP L
visible. Based on the analysis of results, in this method, the average extraction time was 1.5 minutes
per object.

JLIXUH 'DWD ([WUDFWHG 8VLQJ 6DWHOOLWH $HULDO ,PDJHU

ORELOH /L'$5

Mobile LIDAR is an emerging technology that employs laser scanner technology in combination
with Global Navigation Satellite Systems (GNSS) and other sensors to capture accurate and precise
geospatial data from a moving vehicle. This system can collect data on approximately 30 miles of
highway per day with a high data measurement rate of 50,000 to 500,000 points per second per
scanner (Tang and Zakhor 2011, Gong et al. 2012). Figure 8 shows a photo of an outside view of a
mobile LIDAR van and a picture of a computer screen inside the van to show the different mounted
cameras and data collection progress.

Regarding data collection, this method is capable of collecting a huge amount of data in a very
short time, using an equipped vehicle, in comparison with conventional survey methods (Gong et
al. 2012, Zhou et al. 2013). Taking advantage of this technology, in this study, an average of 30

85



Highway Inventory Data Collection

J)LIXUH $ SBKRWR RI D ORELOH /L'$5 9DQ OHIW (JIJXUH DQG D
6FUHHQ LQVLGH WKH 9DQ ULJKW ¢JXUH ,PDJH :RROS

minutes was required to collect information for each mile of segment. However, the data reduction

is a major undertaking with mobile LIDAR and the time associated with the data reduction part in
WKLV PHWKRG LV VLIQL¢{¢FDQW $GGLWLRQDOO\ WKH SURFHV\
data involves a fairly intensive computational effort and requires software and technical expertise.

In terms of commercial packages for LIDAR data processing, Terrasolid Suite, Virtual Geomatics,
TopoDOT, and QTModeler are found to be applicable for a variety of data extraction purposes. In
particular, the Terrasolid Suite is the most commonly used software for airborne and mobile LiDAR
data processing. Because of this, it was chosen as the program to benchmark the data reduction time.
The data processed during the data reduction steps include point clouds which is a set of data points
LQ VRPH FRRUGLQDWH V\VWHPV JHR UHIHUHQFHG LPDJHU\
One of concerns with the mobile LIDAR method is the need for large data storage space, here 9.3
Gigabyte (GB) of space per mile of roadway. Given this fact, the mobile LIDAR data are typically
GLYLGHG LQWR PDQDJHDEOH EORFNV WR UHGXFH DQ\ GLI¢{FX
research, a typical block did not exceed 2 GB. As each type of highway segment was broken into
equal sized blocks, data extraction was performed on representative blocks and then the results were
utilized to infer the data reduction time for the whole highway segment. In this study, determining
URDGVLGH VORSH URDGVLGH ¢[HG REMHFWY GHQVLW\ VXSH!
minutes per block, respectively.

The mobile LIDAR has the capability of collecting all categories of HSM highway inventory
GDWD $OWKRXJIJK WKH GDWD FROOHFWLRQ WLPH LQ WKLV PH
higher than other methods (Zhou et al. 2013). However, these shortcomings cannot overshadow the
potential of this method,; it collects survey-grade data, which can only be matched by the robotic
WRWDO VWDWLRQ PHWKRG EXW ZLWK QR WUDI¢{F H[SRVXUH R
method also lies in its ability to collect data that are valuable for multiple DOT programs. The rapid
development of computing hardware and LIDAR data processing methods indicate that the mobile
LiDAR method will soon be comparable to other methods in terms of data reduction time.

Overall, GPS data logger and robotic total station can gather all required feature data, but they
LPSRVH ORQJHU ¢HOG GDWD FROOHFWLRQ WLPHYVY DQG H[SRVI
Photo/video logging and aerial imagery, when used together, can collect nearly all required feature
data, except roadside slope. The mobile LIiDAR has the capability to collect all required feature data
LQ D VKRUW DPRXQW RI (HOG WLPH EXW WKH GDWD UHTXLUL

7KH UHVXOWYV RI ¢HOG WULDOV DUH VXPPDUL]HG LQ 7DEOF
method is evaluated using the metrics, including the capability of collecting HSM-related roadside
features, total data collection time, total data reduction time, unit data collection and reduction
WLPH DQG WRWDO FRVW )RU FRVW DQDO\VLV WZR XQLW OD
trained at an introductory level and $130 per hour for an expert level person. Based on the quotes
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IURP ¢YH /L'$5 FRPSDQLHY WKH DYHUDJH GDWD FROOHFWLF
considered to be $200. In the present research, the photo/video log method required the least total
WLPH PDQ KU PL DQG WKH URERWLF WRWDO VWDWLRQ PHW
LiDAR technology ranked at the median level, with 5.5 man-hr./mile.

Furthermore, based on Table 8, the total cost per mile to prepare the required highway inventory
dataset for photo/video log, satellite/aerial imagery, GPS data logger, mobile LiIDAR, and robotic
WRWDO VWDWLRQ PHWKRGV ZHUH DQG U
video log had the lowest cost and the robotic total station had the highest cost.

7TDEOH &RPSDULVRQ %HWZHHQ 'LITHUHQW +LJKZD\ ,QYHQWR

1RWH UXUDO PXOWL ODQH KLJKZD\V I[IUHHZD\ VHIPHQW UXUDO WZR

&203$5%$7,9( $1$/<6,6 2) &(7(' '$7$ &2//(&7,21 0(7+2'6

In addition to unit cost, some other factors are important in selecting data collection methods, such
DV GDWD TXDOLW\ DQG FRPSOHWHQHVV VDIHW\ DQG GLVUX:!
RQ WKH ¢HOG WULDO UHVXOWYVY DQ HYDOXDWLRQ PDWUL[ ZD
methods, as shown in Table 9. Eleven criteria were utilized to assess the performance of the different
technologies. Each criterion was assigned a score of 1 to 5 (5 being the best and 1 the worst) to
LQGLFDWH WKH UHODWLYH SHUIRUPDQFH RI RQH PHWKRG FRF
FRVW IRU WKH VDWHOOLWH DHULDO LPDJHU\ PHWKRG KDG D \
collection cost. The total weighted score is the summation of scores of each criterion multipled by
its corresponding weighing factor. For GPS data logger method, as an example, the total weighted
VFRUH LV ZKLFK LV VXP RI 1 7 7 7
i i | i i

For each evaluation criteria, a weighing factor (WF) was designated. These WFs, that imply
WKH UHODWLYH LPSRUWDQFH RI HDFK GDWD FROOHFWLRQ P
stakeholders at IDOT. A weight of 2.0 was assigned for data completeness and data quality because
the highest data quality and completeness were required to have collected data to serve different
RI¢FHV SODQQLQJ GHVLJQ SDYHPHQW PDQDJHPHQW DQG VI
FDQ DVVLJQ WKHLU RZQ :) IRU HDFK HYDOXDWLRQ FULWHULTEL
used in multi-criteria analysis (MCA) approaches, is widely utilized to assess and recognize the
importance of one criterion over another in an intuitive manner when quantitative ratings are not
available (Dodgson al. 2009). All these criteria were employed to rank various HIDC methods based
on the summation of weighted components. The results demonstrated that the mobile LIDAR has
the highest overall score when data completeness and data quality are the top priority for the agency.
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7TDEOH (YDOXDWLRQ ODWUL[ IRU +LJKZD\ ,QYHQWRU\ 'DWD ¢

&21&/86,216 $1' 5(&200(1'$7,216

The purpose of this study was to identify cost-effective methods for collecting highway inventory
data for implementing in the HSM. Several promising methods, including the GPS data logger,
robotic total station, GPS-enabled photo/video log, satellite/aerial imagery, and mobile LiDAR, were
LGHQWL{HG WKURXJK D FRPSUHKHQVLYH OLWHUDWXUH UHYL
DQG OLPLWDWLRQV ORUHRYHU ¢(HOG WULDOV IRU FROOHFW
types of roadway segments (rural two-lane two-way roadways, rural multi-lane highways, urban
and suburban arterials, and freeway) were performed to evaluate and compare the utility of these
PHWKRGV 7KH (QGLQJV RI WKLY UHVHDUFK LQGLFDWH WKDW
LiDAR, and the combination of video/photo log method with aerial imagery are all capable of
collecting HSM-related information. Based on the perceived advantages and disadvantages of each
data collection method, the following recommendations are made for consideration by state and
local transportation agencies:

 The GPS data logger method can be employed for short distances, low speeds, and low to
PHGLXP WUDI¢{¢F YROXPH URDGZD\V WKDW DUH QRW REVYV

e 7KH URERWLF WRWDO VWDWLRQ WHFKQRORJ\ FDQ EH HF
as intersections.

* The photo/video log method, together with high-resolution aerial imagery, can be used to
collect roadside inventory data for large-scale statewide data collection.

» The mobile LIDAR technology can be utilized to gather highway inventory data with the
KLIKHVW GDWD TXDOLW\ DQG FRPSOHWHQHVV IRU VHUYI
agencies. In order to share the costs of the mobile LIDAR data collection and processing,
identifying multiple clients within the DOT is important.
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The Effect of Governance Forms on North
American Airport Efficiency: A Comparative
Analysis of Airport Authority vs. Government
Branch

E\ 4L OLD =KDR <DS <LQ &KRR DQG 7DH +RRQ 2XP

7KLV SDSHU DSSOLHV D VWRFKDVWLF FRVW IURQWLHU PRGHGC
WR H[DPLQH KRZ WKH WZR GRPLQDQW JRYHUQDQFH IRUPV RI
DQG &DQDGD QDPHO\ RSHUDWLRQ DQG JRYHUQDQFH E\ D JF
RU E\ DQ DLUSRUW DXWKRULW\ DIIHFW DLUSRUW HI¢FLHQF)\ !
RSHUDWHG E\ DQ DLUSRUW DXWKRULW\ DFKLHYH KLJKHU FRV
HI¢FLHQF\ WKDQ WKRVH RSHUDWHG E\ D JRYHUQPHQW EUDC
EUDQFK KDYH ORZHU ODERU VKDUH WKDQ WKRVH RSHUDWHG
VWDWLVWLFDOO\ VLIQL,{FDQW GLIIHUHQFH LQ WKH HI¢FLHQF
DLUSRUW DXWKRULWLHYV DQG &DQDGLDQ DLUSRUW DXWKRULV

,1752'8&7,21

6LQFH WKH 8. JRYHUQPHQW EHJDQ WR SULYDWL]H LWV DLUS
in the ways in which countries tackle airport ownership and governance issues. In Europe and
Australia, many airports have been fully or partially privatized and put under different regulatory
regimes. However, in Canada and the United States (henceforth referred to as “North America”

for convenience), despite a long tradition of privately owned utilities and transport industries, the
majority of commercial airports are still publicly owned and mostly operated either by a government
branch (city, county, or state governments) or an airport authority, which is a quasi-governmental
organization.

Despite the uniqueness of the North American airport governance structures, few studies have
LQYHVWLIJDWHG WKHLU HIITHFWYVY RQ DLUSRUW HI¢{¢FLHQF\ SHUIF

2XP HW DO 2XP HW DO 2XP HW DO DQC
KDYH IRFXVHG RQ WKH HIIHFWV Rl RZQHUVKLS IRUPV DQG R
Indeed, there has been little research about the way in which different governance structures affect
DLUSRUW HI{FLHQF\ RU SURGXFWLYLW\ SHUIRUPDQFH )XUWEK
RQ PHDVXULQJ DQG FRPSDULQJ WKH HIITHFWV RI DLUSRUW JR"®
of North American airports.

In addition, the literature on airport governance structures provides few concrete, quantitative
DQDO\WHV RI KRZ GLIIHUHQW JRYHUQDQFH VWUXFWXUHYV DIIH
in North America, there has been no consensus so far as to which airport governance structure is
EHWWHU WR IRVWHU HI¢FLHQF\ 7KHUHIRUH WKLV SDSHU Vi
HI¢FLHQF\ SHUIRUPDQFH E\ WKH WZR PRVW ZLGHO\ XVHG DLUSES
an airport authority vs. a government branch.

To achieve these objectives, we estimate a stochastic cost frontier model using an unbalanced
panel data of 54 airports over the 2002-2008 period. Our model will allow us not only to measure
WKH XQREVHUYHG DLUSRUW LQHI{FLHQF\ EXW DOVR DOORZ
attributable to the different airport governance forms. We employ a parametric method to measure
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HI¢FLHQF\ LQ RUGHU WR LGHQWLI\ WKH GLUHFWLRQ RI D SRW
structure being employed by the airports operated by the two distinct governance structures.

The structure of this paper is as follows: In the second section, we summarize literature on
WKH HIITHFWV RI RZQHUVKLS DQG JRYHUQDQFH IRUPV RQ DLU:
the fundamental characteristics of airport governance forms adopted in North America. The
WKLUG VHFWLRQ SUHVHQWYV WKH IUDPHZRUN RI RXU HFRQRP
identifying the effects of governance forms. The fourth section describes the data and details on
YDULDEOH FRQVWUXFWLRQ 7KH HPSLULFDO UHVXOWY DQG I
section. The last section summarizes the study and considers further research needs.

/,7(5$785( 6859(< $1' *29(51$1&( )2506 2)
1257+ $0(5,&%$1 $,532576

ILWHUDWXUH RQ $LUSRUW 2ZQHUVKLS *RYHUQDQFH 6WUXFW:

Since the 1990s, the momentum to privatize airports has been gaining strength around the world. The
privatization of airport ownership is usually accompanied by some form of economic regulations,
including price regulations. The issue of full and partial privatization and associated economic
regulation of airports has attracted a wide range of researchers to measure and analyze airport
HI¢FLHQF\ SHUIRUPDQFH 7KHUH DUH PDQ\ VWXGLHV DOUHDC
UK, Beesley (1999) and Starkie (2001); for Australia, Forsyth (2002) and Hooper et al. (2000), and

Air Transport Research Society (2002-2011). Oum et al. (2004), investigate 60 airports worldwide
under different ownership forms and provide both theoretical and empirical evidence on the impact

RI GLIIHUHQW HFRQRPLF UHJXODWLRQV RQ DLUSRUW HI¢{FLHQ
that privately owned airports do not necessarily achieve higher capital input productivity or total
factor productivity than publicly owned airports do.

However, it is not only ownership and its associated regulations that determine performance,
EXW DOVR DLUSRUW JRYHUQDQFH VWUXFWXUHV WKHPVHOYF
Gillen (2011) adopts a descriptive approach to examine the evolution of airport governance, and
proposes that researchers consider the issue of airport governance in a two-sided framework
(airports and airlines). Despite the importance of governance structure on the performance of
DLUSRUWYV IHZ VWXGLHYVY SXUSRVHO\ PHDVXUHG DQG DQDO\]H
performance of North American airports, in particular comparing airports governed/operated by an
airport authority vs. those governed/operated by a government branch. Although most empirical
evidence, including Oum et al. (2008), suggests that airports operated by a port authority are less
HI¢FLHQW WKDQ WKRVH UXQ E\ HLWKHU D JRYHUQPHQW EUD
clearly determined how the airports operated by the latter two governance forms differ in their
HI¢FLHQF\ SHUIRUPDQFHYV

6RPH VWXGLHV DUJXH WKDW WKH GLIITHUHQFH LQ HI¢FLHC
governance forms (an airport authority vs. a government branch) is negligible in North America.

For example, Oum et al. (2006) examined the impact of six different ownership/governance forms

on the variable input productivity performance of 116 airports worldwide and found, among other
cQGLQJV WKHUH LV QR VLIQL,{FDQW GLIITHUHQFH LQ HI¢FLHQF
authority from those operated by a government branch. On the other hand, other studies such as
&UDLJ HW DO DQG 2XP HW DO GHWHFW D EHWWHU |
E\ DQ DLUSRUW DXWKRULW\ 2XP HW DO FRPSDUH WKH
seven different governance forms based on a panel data of 109 airports wot|Basdel solely

RQ 8 6 DLUSRUW GDWD &UDLJ HW DO QG UHVXOWYV FR
RI WHFKQLFDO HI¢FLHQF\ WKH DLUSRUWY RSHUDWHG E\ DLL
government branches. However, given that Craig et al. (2005) did not include non-aeronautical
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services, it is not clear whether or not their results would have changed if they included the non-
aeronautical revenue activities as a part of outputs in view of the fact that the majority of U.S. airports
JHQHUDWH RI WKHLU WRWDO UHYHQXHYV IURP QRQ DHUF
et al. (2013) investigated the effects of U.S. airport governance forms, their analysis focused on the
relative performances of the three alternative measurement methods: productivity index approach,
DEA (Data Envelopment Method) approach, and stochastic frontier method approach.

Governance Forms in North American Airports

,Q &DQDGD LQ RUGHU WR SURPRWH FRPPHUFLDOL]DWLRQ |
(Canadian) Airport Authority form of governance was introduced beginning in 1992, transferring
the responsibility for capacity planning, operation, and management of airports from the federal
JRYHUQPHQW LQ IDFW 7UDQVSRUW &DQDGD WR ORFDOO\ E
OHDVHY 7KHVH DLUSRUW DXWKRULWLHY DUH VHOI ¢QDQFLQ
incorporated under Canada Business Corporations Act, but do not pay income tax. Their leases are
for 60 years with an option to renew for an additional 20 years. Although some business practices
are controlled through the lease document, they are not subject to any special economic regulation
through legislation. Furthermore, the airport authorities enjoy the freedom to set the prices for
various airport activities (e.g., parking, rent, landing aircraft, and terminal use) and determine
service levels within the safety regulatory framework. In addition, unlike the airport authorities in
the United States, Canada’s airport authorities operate airports with virtually no federal assistance
or subsidy. In fact, since they are required to make annual ground lease payments, Canadian airport
DXWKRULWLHY KDYH EHFRPH D VRXUFH RI VLJQL;FDQW JHQHU

On the other hand, governance and ownership of airports in the United States is actually quite
complicated as it can differ for each state. Therefore, we can only describe the general pattern that
has emerged in the types of airport governance in the United States. It has long been the tradition
that airports in the United States are operated by local or regional government branches (i.e., a
division or department of aviation). Such an aviation department is usually separated from other
departments, but often uses some functions of local government such as accounting services,
SXUFKDVLQJ GHFLVLRQV DQG ¢(UH ¢JKWLQJ VHUYLFHV :LWKL
LV DSSRLQWHG E\ WKH FKLHI HIHFXWLYH RI{(FHU RI WKH ORFI
the (city) council. Generally speaking, the board of directors in an aviation department cannot enter
into contracts without the approval of the council, which literally owns the airport. Moreover, the
annual budget, bond sales, and other similar measures of an aviation department also need to be
approved by the council.

$v DQ DOWHUQDWLYH WR GLUHFW FRQWURO E\ ORFDO UHJ
established to assume control over public airports during the 1950s and 1960s. Unlike those in
Canada, U.S. airport authorities are considered public agencies since they are created by the local/
regional governments that own airports. Although few airport authorities, such as the Great Orlando
Aviation Authority and the Metropolitan Washington Airports Authority, lease the airport from the
government, the majority of local/regional governments directly transferred and delegated all airport
managerial responsibilities to an airport authority at virtually no cost or lease payment. At large, an
airport authority resembles an autonomous corporation with its own functional departments, such
DV ¢QDQFH DQG SURFXUHPHQW GHSDUWPHQW :KLOH DLUSRU
self-supporting institutions, the board members of an airport authority are always elected by the
ORFDO UHJLRQDO JRYHUQPHQW 7KH ERDUG PHPEHUV DUH DX
of an airport authority, and the board has the right to veto the authority’s decision. Therefore, the
local government, to a greater or lesser degree, can exercise varying levels of oversight and control
the authority via the makeup and structure of the board. In some states, such as Florida, the elected
SXEOLF RI¢(FLDOVY DUH DOORZHG WR VHUYH DV ERDUG PHPE'L!
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VWDWH OHJLVODWXUHY KDYH UXOHG RXW WKH HOHFWHG SXE
JRU LQVWDQFH WKH PD\RU RI 2UODQGR DQG RWKHU SXEOLF
of the Great Orlando Aviation Authority, whereas the board of the Cincinnati/Northern Kentucky
International Airport only consists of civic and business leaders.

In most of the past studies it is conventional to lump together both Canadian and U.S. airport
authorities into the same category. However, it is important to note that differences could occur
between U.S. airport authorities and their Canadian counterparts. Regardless of the governance
IRUP 8 6 DLUSRUWY KDYH GHYHORSHG SDUWLFXODU FRQWU
(their major customers) that distinguish them from airports in Canada. For instance, U.S. airports
enter into legally binding contracts known as airport-use agreements which detail the conditions for
WKH XVH RI ERWK DLU{,HOG DQG WHUPLQDO IDFLOLWLHYV 7KH!
its airline customers. The contracts will specify the fees and rental rates an airline has to pay and the
method by which these fees are to be calculated. Regarding sources of capital investment, many U.S.
DLUSRUWYV DUH ¢QDQFHG SDUWO\ RU ODUJHO\ IURP WKH SUL
U.S. airports are eligible to be funded by the federal government via the Airport Improvement
Program (AIP), which is administered by the Federal Aviation Administration (FAA). In addition,
while Canadian airports are not directly regulated, U.S. airports are subject to some general pricing
rules. For instance, U.S. airports are required to set aeronautical fees so as to collect revenues that
UHAHFW WKH FRVWV Rl SURYLGLQJ VHUYLFHV

U.S. airport authorities are also different from their Canadian counterparts with respect to
selection of board members. For U.S. airport authorities, board members have to be appointed by the
state or local government that owns the airport, while the board members of an airport authority in
Canada are generally appointed by local community organizations. However, it remains a question
KRZ VXFK GLITHUHQW VHOHFWLRQ SURFHVVHYV DIIHFW DLUSRL
politically motivated appointment of board members leaves U.S. airport authorities vulnerable to
FKDQJHV LQ DGPLQLVWUDWLRQ DQG WR WKH H[HUWLRQ RI SR
board members of U.S. airport authorities either serve on a voluntary basis or are paid only a small
VWLSHQG IRU DWWHQGLQJ HDFK RI¢FLDO PHHWLQJ RU DFWLYI
of a U.S. airport authority are more likely to represent the communities that the airport serves and
thus have a strong interest in the performance of the airport. On the other hand, the board members
of Canadian airport authorities receive compensation for their service on the board and thus may be
actually distant from the communities that airports serve.

:KLOH WKH GH¢{QLWLRQ RI DQ DLUSRUW DXWKRULW\ YDUL
are likely to be less liable to political interference. To a large extent, airport authorities may be
relieved from the pressure to use various services provided by the city or county, and avoid the
contract approval process and other constraints imposed on a government branch such as the city’s
aviation department. Moreover, managers of airport authorities may have greater knowledge and
expertise about the aviation industry in general and airport management in particular. In addition, it
KDV EHHQ ORQJ DUJXHG WKDW WKHUH LV VRPH SRWHQWLDO
departments. Airports run by a government branch rely on the local government staff to make
SXUFKDVLQJ GHFLVLRQV ZKLFK RIWHQ PDNH WKH SURFHVV O]
from local government, may prevent aviation departments from procuring services from the most
cost effective sources.

(&2120(75,& 02'(/

'"LITHUHQW PHWKRGRORJLHY KDYH EHHQ SURSRVHG WR PHDVXI
7KHVH PHWKRGV FDQ EH EURDGO\ FODVVL{HG LQWR QRQ S|
methods include the partial and total factors productivity (TFP) indices, data envelopment analysis

"($ DQG QXPHURXV IRUPV RI '($ GHULYDWLYH PHWKRGYV +R
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and Rao (2000), Yoshida (2004), and Air Transport Research Society (2002-2011) used regression
analysis to decompose a TFP or VFP (Variable Factor Productivity) index and further investigate
WKH SURGXFWLYH HI¢FLHQF\ RI DLUSRUWY IURP GLITHUHQW

DQG %DUURY DQG 'LHNH DSSOLHG D '($ PHWKRG WI
of airports.

The non-parametric approaches, such as TFP and DEA, readily handle a large number of input
and output categories, more easily than they can be accommodated in econometric estimation
methods. But econometric estimation methods, if data are available, build on established economic
WKHRU\ UHODWLRQVKLSY DQG VHSDUDWH RXW WKH LQAXHQF
ODUWLQ HW DO XVHG WKH SDUDPHWULF DSSURDFK WR
of Spanish airports. ,Q WKLV VWXG\ ZH DUJXH WKDW LW LV QRW VX
performance but also to be able to assess and understand how different governance structures can
affect it. Hence we chose the econometric method as a preferred method to use for accomplishing
our key objectives, to isolate the effects of different governance structures from other variable also
DIIHFWLQJ DLUSRUWYV HI¢{FLHQF\

7KH 6WRFKDVWLF )URQWLHU $QDO\VLV 6)$% ZDV ¢UVW GHY

7KH EDVLF HPSLULFDO IUDPHZRUN IRU 6)$ LV D UHJUHVYV
transformation that adds a positive (truncated) random error term, along with the traditional
VI\PPHWULF QRLVH WHUP WR FDSWXUH XQH[SODLQHG LQHI¢I
%DWWHVH DQG &RHOOL WR HVWLPDWH WKH IURQWLHU S
model simultaneously, avoiding the econometric problem of the two-steps procedure.

In the short run, if an airport tries to minimize its production c&tgfven the outputsq),
variable input prices:(), and capital input«(), then the cost minimization frontier in a logarithmic
form can be expressed & & K, Lw: LwWV ), where Lrepresents airport andepresents time.

In reality, airports may deviate from their cost minimization objective for various reasons and
VXFK GHYLDWLRQV LQGLFDWH WKH H[LVWHQFH RdpbsQittel ¢ FLHQ
randomterm,,).V GHQRWHG DV WHFKQLFDO LQHI{FLHQF\ ZKLFK LQ
FRVW IURP LWV HI¢FLHQW FRVW IURQWLHU )XUWKHU VLQFH
RU KRZ JRYHUQDQFH VWUXFWXUHYV FDQ DIIHFW HI{FLHQF\ St
LQHI¢ FLHQ-§epEnds) &h the variables indicating airport governance farpwith the
dependence expressed agw). Moreover, it is possible that governance structures can assert
LQAXHQFH QRW RQO\ RQ DLUSRUW WHFKQLFDO LQHI{FLHQF\
affecting input (labor vs. non-labor) mix. In order to reduce the complexity in estimation, the impact

RI JRYHUQDQFH VWUXFWXUHY RQ DOORFDWLYH LQHI¢{FLHQF\
slww: Lw? toinclude only the interaction terms between governance form variadte input

price variables (,.w %\ DSSO\LQJ 6KHSKDUGTV OHPPD WKLV VSHFL¢F
governance forms change variable input mix. Taken together, the observed actual production cost of
airport lat time Wan be expressed as

(1) InCy = InCyp (Qi, Kit, Wi, t; B)+ Eai(Zit, Wiy s p) + éTit(Zit; o+ gciz

where,inC; (Q., K., Wy, t; B) is the deterministic kerrfebf the stochasticost frontier, s gaptures

the effect of governance structures on airport variable input usage,0 captures the effect of
WHFKQLFDO & QHNOFEHLXIRE effect of the symmetric random noise term, and the
vector and ! are the parameters to be estimated. In particular, our model includes three outputs
in vectorQ,gnumber of passengerE;wiumber of aircraft movement$;;yand non-aeronautical
output T )wtwo variable input prices in vector, (labour priceZ ;vand price of the soft cost input

Z )wand three quasi-capital inputs in vedtarinumber of runwayd\;yhumber of gates\;yand
terminal size)®
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The translog cost functional form is adopted to estimate the kernel of the stochastic cost frontier
model. In addition to governance structures, many other factors, such as location, are important
with airports but beyond managerial control. Therefore, we augment the cost frontier to account for
observed airport heterogeneity by adding two variables: percentage of international passengers in
WRWDO SDV VA, EahadaldDrirgyRvariable), In addition, since economic conditions
of the day is the most powerful driver of changes in the air transport industry at large, a set of year
dummies(fyw LV LQFOXGHG LQ WKH FRVW IURQWLHU WR UHAHFW W
airport operating cost.

$V PHQWLRQHG HDUOLHU WKH SK\WVLFDO PHDVXUH LV WUHI
enters the cost frontier rather than the price of capital. However, in practice, airports may not be
able to adjust their capacity as output changes. In order to account for the short-run disequilibrium
adjustment in capacity, we estimate the restricted translog cost frontier, which is log-linear in the
SK\VLFDO PHDVXUH RI FDSLWDO LQSXWV $GMXVWHG WR WK
adopted in the study can be written as follows:

(@)

where ; LV WKH WHFKQLFDO LQHI(FLHQF\ PRGHO ZKLFK LV DVV
distribution as follow:

and 0, is white noise error

GL\@- CD! f)

As the cost function must be linearly homogeneous in input prices, the following restrictions
are imposed in the estimation of the above model:

01+0,=1,81+8,=0,9+3,=0,9,+3,=0,7, + 11, =0,
1
T2+ 1, =0, % *Tn""ﬁz"‘? +1=0,p1+ p,=0

In addition, we also impose the following symmetric conditions in the estimation:
E E kB EER R 22
$,53257 6%$03/( $1' 9%$5,%%/( &216758&7,21

Our sample consists of an unbalanced panel of 54 airports in the United States and Canada for
the 2002-2008 period. These airports are governed/operated by either an airport authority or
a government branch (see the list in Appendix A). The data re compiled from various sources,
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including the U.S. FAA (Federal Aviation Authority) and airports’ annual reports. Some data were
obtained directly from airports. For more details on the data, the reader is referred to any annual
issue of the ATRS Global Airport Performance Benchmarking Reports (2002-2011).

The airport outputs commonly used in economic analysis are the number of passengers enplaned
and deplaned, the tonnages of air cargo handled, and the number of aircraft movements (ATM or
Air Transport Movements). The number of passengers handled is obviously the most important
output measure for most airports. The air cargo services are generally handled by airlines, third-
SDUW\ FDUJR KDQGOLQJ FRPSDQLHV RU RWKHU ¢UPV ZKR OH|
As a result, the airports’ rental incomes from such space/facility leases are included in the airport’s
non-aeronautical revenue. Since most of cargo services are not operated directly by airports, we do
not include air cargo services as a separate output for airports. Some may also argue ATM should
not be included as an airport’'s output because aircraft movements (landings and takeoffs) are the
means by which passengers and air cargo are carried. ATM may be considered as an intermediate
activity required to handle passengers and cargos, given that almost all airport activities are related
to the movement of aircraft, like most other studies, we decided to include the number of ATM as
an output.

In addition to the outputs discussed above, airports also derive revenues from concessions,
FDU SDUNLQJ ODQG DQG RI¢FH UHQWDOV DQG RWKHU QXP}
These services are not directly related to aeronautical activities in a traditional sense, but they are
important and becoming increasingly more important source of revenues for airports. In fact, as
shown in Figure 1, the non-aeronautical revenues account for anywhere between 30% and 85%
of the total revenue of North American airports. Since many of the airport inputs are not separable
between the aeronautical and the non-aeronautical activities of an airport, any productivity or
HI¢FLHQF\ PHDVXUH WKDW H[FOXGHV WKH QRQ DHURQDXWLF
results seriously against the airports generating a larger portion of their revenues from commercial
and other non-aeronautical activities than their peers. For this reason, we decided to include the non-
aeronautical services output as the third output. Since non-aeronautical services include numerous
LWHPV DQG DFWLYLWLHYVY LW LV GLI¢FXOW WR FRQVWUXFW D
different regions and over time. Therefore, we construct the non-aeronautical output quantity index
E\ GHADWLQJ WKH WRWDO QRQ DHURQDXWLFDO UHYHQXHV RI
the census metropolitan region in which the airport is located.

On the input side, we initially considered four general categories: (1) labor, which is measured
by the number of full-time equivalent employees who work for and are paid for by an airport
operator; (2) purchased goods and materials; (3) purchased services, including those contracted
out to external parties; and (4) capital, which consists of various facilities and infrastructure. In
practice, however, few airports provide separate expense accounts for input categories (2) and (3).
We therefore combine them to form a single input category (henceforth referred to as “the soft cost
input”). Since airports’ operating expenses are measured in different currencies and are subject to
very different price levels depending on location of the airport, again we adopt the COLI as the
SUR[\ IRU WKH VRIW FRVW LQSXW SULFH LQGH[] DQG FUHDW&L
the soft cost input expenses by the COLI. Moreover, as the proxies for capital input, we consider
three physical measures of capacity: the number of runways, the number of gates, and the terminal
size (measured in square meters).

Table 1 reports the summary statistics of our data on the airports operated by a government
branch and by an airport authority for selected years. The table shows: (a) all of the outputs and proxy
capital measures show that, overall, the airports operated by airport authorities are smaller than the
airports operated by the government branches; (b) on average, the labor cost shares of the airports
operated by airport authorities are higher than the airports operated by government branches; and
(c) the airports operated by airport authorities have higher shares of international passengers in their
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total passengers and also generate a higher share of total revenues from non-aeronautical revenue as
compared with airports operated by government branches.

7TDEOH 6XPPDU\ 'DWD IRU &RPSDULQJ %YHWZHHQ 7ZR *URXSV
The numbers in parentheses are standard errors)

Airports Operated Airports Operated
by Government Branch by Airport Auth ority

2002 2005 2008 2002 2005 2008
Output Measurs
Number of Passengers (million) 23 (19) 27 (22) 28 (23) 14(12) 15(14) 15(12)
Number of Aircraft Movements(000's) 328 (221) 347 (251) 349(245) 245(162) 242(160) 222(134)
Non-Aeronautical Revenue
(million COLI deflated $) 74(51) 79 (56) 91 (69) 52(39) 61(46) 75(75)
Proxy Capital Measures
Number of Runwyps 3.4(1.2) 3.5(1.3) 3.6 (1.2) 3.2(1.1) 3.3(1.2) 3.3(1.2)
Number of Gates 73 (46) 79(47) 79(48) 59(42) 58(39) 64(41)
Terminal Size (000's Squared Meter) 200 (183) 224 (195) 212(159) | 121(102)  126(100)  133(10)
Variable Inputs' Prices
Wage (000's US$) 58 (16) 69(21) 86(27) 55(12) 67(13) 84(19)
Soft Cost Input Price Index)
( COLI: cost of living index) 1.04(0.2) 1.14(0.2) 1.26(0.3) | 0.99(0.1)  1.08(0.2)  1.18(0.2)
Variable Inputs' Share
Labour Cost Share (%) 39%(10) 40%(11) 38%(11) | 46%(10)  42%(10)  43%(9)
Other Characteristics
Percentage of International Passengers (%) | 8%(11) 8%(11) 7%(12) 10%(14) 10%(15) 11%(15)
Share of Non-Aeronautical Revenue (%) 49%(11) 49%(12) 50%(11) 52%(13) 54%(12) 56%(13)
Percent@e
Canadian Airports (%) 26% 26% 25%
US Airports (%) 74 74 75
Number of Airports in the sample 26 25 24 27 27 28

(03,5,&%/ 5(68/76 $1' ',6&866,216

Table 2 presents two alternative stochastic cost frontier models estimated by the Gauss maximum-
likelihood computer program. In Model |, we postulate there is no difference between Canadian and
U.S. airport authorities; i.e., the two countries’ airport authorities perform identically. Therefore, in
ORGHO , DOO VDPSOH DLUSRUWY DUH FODVVL{HG LQWR WZR
branch and (2) airports operated by an airport authority. In Model Il, we separate Canadian and
U.S. airport authorities: i.e., the airports governed/operated by Canadian airport authorities perform
differently from those governed/operated by U.S. airport authorities. In other words, in Model Il we
GLVWLQJXLVK RXU HI¢FLHQF\ PRGHOV DPRQJ WKUHH W\SHV R
branch; (2) a U.S. airport authority; and (3) a Canadian airport authority.

Part A of Table 2 reports the estimation results for the kernel of the traresiiadple cost
functions, including the effects of airport characteristics on variable costs. Part B reports the
HVYWLPDWLRQ UHVXOWV RI WKH 7HFKQLFDO ,QHI,{FLHQF\ OR
WHFKQLFDO HI¢(FLHQF\ RI WKH DLUSRUWY ZKLFK DUH RI RXU ¢
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7TDEOH 6WRFKDVWLF &RVW )URQWLHU (VWLPDWLRQ 5HVXOW

$ (VWLPDWLRQréaslagOOWVDIROH &RVW )XQFWLRQ

Model 1 Model Il
Parameters Coefficient t-statistics Coefficient  t-statistics
= constant) -0.934 - -0.936 -
X% Year 2003) 0.043 3.29* 0.040 3.21*
% Year 2004) 0.022 0.94 0.021
% Year 2005) 0.048 1.89* 0.044
X% Year 2006) 0.066 2.82%* 0.059 2.46**
X% <HDU 0.085 3.01* 0.082
X Year 2008) 2.61% 0.115 2.50**
@%lnternational ) 0.684 2.34% 0.652 2.32%
T(Canadian dummy) -0.241 -1.13 -0.236 -1.12
Coefficients of Outputs
2 norraeronautical output) 0.325 3.36* 0.338 3.60**
3 passengers) 0.290 3.21* 0.269 3.18*
> aircraft movements) 0.081 1.21
Coefficients of Proxy Capital Measures
k runway) 0.088 0.50 0.095 0.61
l number of gates) 0.108 1.05 0.111 1.06
I, terminal size) 0.26 0.013 0.21
Coefficients of input prices
A wage) 0.394 2.99** 0.416 2.91**
Coefficient for Interactions between @nance Structure aridput Price
Q: ‘"freete_F "fe..S U ™f% -0.069 - -0.058 -1.29
Q : feftefe "u8"d> ™%t 0.014 0.31
Coefficients of Interactions among Outputs
55 norraeronautical * noraeronautical) 0.361 2.33* 0.356 2.43*
66 (passenger * passenger) 0.61 0.243 0.54
77 aircraft movements * aircraft
movements) -0.241 -0.88 - -1.02
56 Nonaeronautical * passenger) - - -0.232 -0.93
57 horraeronautical * aircraft movements ) - -0.29 -0.026 -
67 passenger *aircraft movements) 0.044 0.24 0.083 0.31
Coefficiens of Interaction between InpBtices
£ wage*wage ) 0.185
Coefficients of Interaction bewen Outputs and Inp@rices
55 ‘e F fi " ef——<..f2Z0 ™F -0.056 -0.28 -0.055 -0.29
65 passenger * wage) -0.393 -1.48 -0.305 -1.11
75 aircraft movement * wage) 0.511 2.30** 0.505 2.18**
% (VWLPDWLRQ 5HVXOWYV IRU WKH 7THFKQLFDQDQHHI)RURPQF\ ORGF
Parameters Coefficient t-statistics
Q: ‘ee—feo—; - -3.1%* - -3.04*
@QGovernmentbranch dummy) 0.141 0.145
Q: feftefe < 22_S"f—ee) 0.028 0.22
P+ B(Variance Parameter) 0.058 - 0.061 -
- i Ratio of the Variances)
¢, > ¢ - _
Log-likelihood value 264.39 266.12

* Sjgnificant atU L rréw* Significant atU L rsir
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+\SRWKHVHV 7THVWV IRU ORGHO &KRLFH

'RHV &DQDGDYV DLUSRUW DXWKRULWLHVY HI¢FLHQF\ SHUIRU
authorities? To answer this question, we need to compare Model | and Model Il in Table 2. Model
Il includes two more parameters than Model |, namélyCanadian Airport Authority wage)
LQ WKH DOORFDWLYH H(GarddlQArpo& Buthatity dur)ils tHe technical
HI¢FLHQF\ SDUW %

The t-statistics for both of these parameter estimates indicate that neither of the following
two hypotheses can be rejected when we test each of the following two hypotheses one at a time
sequentially:

+ R, (Canadian Airport Authority wage) =0 + ,!+0

+ R, (Canadian Airport Authority dummy) =0+ ', <0

7KH IROORZLQJ MRLQW K\SRWKHVHVY RQ ERWK KRPRJHQHR
WHFKQLFDO LQHI¢{FLHQF\ SDUDPHWHUV IRU 8 6 DQG &DQDGL
asymptotic likelihood ratio test criterion:

+R ,1%,=0

Since the computed Chi-square statistic,
is much smaller than the critical value (5.99) of the Chi-square distribution with 2 df at 5% level, we
FDQOQRW UHMHFW WKH K\SRWKHVLVY WKDW ERWK DOORFDWLY'!
are identical between U.S. and Canadian airport authorities. In other words, this Likelihood Ratio
(LR) test result shows that Model | (Canadian airport authorities are identical to U.S. airport
DXWKRULWLHY LQ WHUPV RI ERWK WKH DOORFDWLYH LQHI¢F
model) could not be rejected in favor of Model Il (Canadian airport authorities have distinctly
GLIITHUHQW LQHI{(FLHQF\ SDUDPHWHUV IURP WKH 8 6 DLUSRI
argue that Canadian airport authorities differ from their U.S. counterparts in terms of their relationship
ZLWK DLUOLQHV ¢(QDQFLDO VRXUFHV DYDLODEOH DQG VHO
considered as different types of airport governance, our test results show that as far as their allocative
LQHI¢FLHQF\ LQ WHUPV RI XVLQJ ODERU VRIW FRVW LQSXW I
Canadian and U.S. airport authorities appear to be identical. Therefore, in the rest of this paper we
will focus on discussing our empirical results mostly based on Model I. Model 1l will be referred to
RFFDVLRQDOO\ ZKHQ ZH QHHG WR GLVFXVV SRWHQWLDO GLII
&DQDGLDQ DQG WKH 8 6 DLUSRUW DXWKRULWLHY DOEHLW W
level.

'RHV WKH QRQ QHXWUDOO\ LQSXW DXJPHQWLQJ DOORFDWLYF
cost function improve our cost measurement®™ Model | of Table 2, the parameter estimate

IRU JRYHUQPHQW EUDQFK GXPP\ ZDJH LV RQO\ PDUJLQDO
OHYHO EXW QRW VLJQL;FDQW DW OHYHO 7KH QHJDWLYH F
albeit weak, that the labor cost (soft cost input) share at the airports operated by a government
branch (an airport authority) is, on average, 6.9% less (more) than a similar airport operated by
an airport authority (a government branch). The airports operated by a government branch may
EH IRUFHG WR RXWVRXUFH PRUH RI WKHLU VHUYLFHV VXFK I
access services. (a part of soft cost input) to government departments.

'RHV RXU VWRFKDVWLF IURQWLHU WHFKQLFDO LQHI¢{¢FLHQF\
WHFKQLFDO LQHI¢FHL®@FERWEBVORGH®®Q WRQE W,.D QWKHFRHI¢ FLF
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WHFKQLFDO LQHI¢{(FLHQF\ PRGHO LV VWDWLVWLFDOO\ YHU\ VL
VSHFL;FDWLRQ ZLWK WKH KDOI QRUPDO WUXQFDWHG GLVW
LPSURYHVY WKH PHDVXUHPHQW RI LQHI¢(¢FLHQF\ RYHU WKH PF
VSHFL;FDWLRQ 6LPLQDURYHWRHAH®RMIEBDIQEW GXPP\ LV VWD
different from zero at 5% level in both Models | and II. This implies that specifying our stochastic
IURQWLHU WHFKQLFDO LQHI¢FLHQF\ PRGHO GLIIHUHQWO\ EHV
DQG WKRVH RSHUDWHG E\ JRYHUQPHQW EUDQFKHV KDV VLJQ
LQHI¢FLHQF\ PHDVXUHPHQW 7KH FRHI,(FLHQW HVWLPDWH
LQHI¢(FLHQF\ IRU DLUSRUWY RSHUDWHG E\ JRYHUQPHQW EUD
by airport authorities.

BHVXOWY RI -RLQW +\SRWKHVHV 7THVWYV

Table 3 presents the test statistics for and the results of further likelihood ratio tests on the following
three important joint hypotheses:

(@ H = "= 0:The conventional econometric model without stochastic frontier technical
LQHI¢(FLHQF\ FRPSRQHQW DQG ZLWKRXW GLIIHUHQWLDO
airport authority and the government branch

(b) Ho: =" " 7KH PRGHO ZLWKRXW VSHFL¢{¢FDWLRQ RI VW

DOORFDWLYH LQHI¢(FLHQF\ RU GLIIHUHQWLDO WHFKQLF

governance
© +: L " 7KH HITHFWV Rl WKH GLIIHUHQWLDO DOORFDWLY

LQHI(FLHQF\ EHWZHHQ WKH DLUSRUW DXWKRULW\ DQG W
" «0, EXW 0.

0

7TDEOH +\SRWKHVLV 7THVWV RQ 6 WRFKDVWLF &RVW J)URQWLH

Based on the likelihood ratio test statistics reported in Table 3, all three hypotheses are rejected
DW OHDVW DW OHYHO RI VLIJQL,{FDQFH LQ IDYRU RI WKH L
SRLQWLQJ RXW WKDW DOWKRXJK WKH DO &RPD W DWH LLGIHI OF L\
LQ RXU VWDQG DORQH WHVW WKH QXOO K\SRWKHVHV RI JHU
LQ WKH MRLQW WHVWYVY E DQG F DERYH ZLWK WKH WHFKQL
EUDQFK DQG DLUSRUW DXWKRULW\ PDQDJHPHQW FDVHV 7KL
1RUWK $PHULFDQ DLUSRUWYV LW LV ZRUWK LQFRUSRUDWLQJ
LQHI¢FLHQF\ PRGXOHYV LQ VWRFKDVWLF IURQWLHU PRGHOV D

Empirical Results from the Chosen Model

(ITHFWV RI DLUSRUW JRYHUQDQFH VW ithpaet\w MedirpBrigoRdrmaz® UW L |
VWUXFWXUHYVY RQ YDULDEOH LQSXW XVDJH LV LGHQWL¢{HG YLEC
ZLWK WKH JRYHUQPHQW EUDQFK GXPP\ YDULDEOH LQ ORGHO ,
VLIQL{;FDQW DW OHYHO ZKHQ ZH WHVWHG WKH VLQJOH FF
ZKHQ LW ZDV MRLQWO\ WHVWHG ZLWK WKH WHFKQLFDO LQHI,
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-0.069, implies that on average the airports operated by a government branch tend to have about
6.9% lower labor cost share (equivalently, 6.9% higher soft cost input share) than those operated by
DQ DLUSRUW DXWKRULW\ EDVH FDVH LQ°RXU DOORFDWLYH L

This result is partly because many airports operated by a government branch do not have some
functional departments (e.g., accounting and security) and use these services supplied by the local
government departments. Partly as a result of the procurement provisions of the local government,
airports run by a government branch may not purchase services from the most cost-effective source,
and thus tend to have a higher soft cost share because of higher outsourcing activities.

(I1M"HFWV RI DLUSRUW JRYHUQDQFH VW PxtrBMKTdlbe R showshe K Q L F L
HITHFW RI JRYHUQDQFH VWUXFWXUHY RQ DLUSRUW WHFKQLFD
E\ D JRYHUQPHQW EUDQFK LV SRVLWLYH DQG VLJQL,FDQW D
respectively. Our results show that the airports run by a government branch are on average 14%
WHFKQLFDOO\ OHVV HI¢FLHQW WKDQ WKRVH UXQ E\' D &DQDGI
UHVXOWY REWDLQHG E\ &UDLJ HW DO DQG 2XP HW DO
LOQVWLWXWLRQV VXFK DV WKH DLUSRUW DXWKRULWLHV DFKL
VXI¢FLHQW [ UHHGRP WR RSHUDWH DLUSRUWY LQ D FRPPHUF
other government departments, the aviation branch operates under the general requirements of the
ORFDO JRYHUQPHQW EXUHDXFUDF\ DQG WKXV LV LQAXHQFHG
KLQGHU HI¢FLHQW DLUSRUW RSHUDWLRQV

&DQDGLDQ YV 8 6 DLIAS &ddiwsed Alivadyr auk Wduld Shows there is not any
VWDWLVWLFDOO\ VLIQL{FDQW HI{FLHQF\ GLIIHUHQFH EHWZH
and those run by Canadian airport authorities. Casual commentators normally favor Canadian airport
authorities over U.S. airport authorities since politically motivated appointment of board members
OHDYHY 8 6 DLUSRUW DXWKRULWLHY YXOQHUDEOH WR SROL!
empirical results do not support such argument.

7KH HIIHFWV RI DLUSRUW FKDUDFW H UTh¥ dtdcRagticRfi@ntieiRcéstV V- D Q
Models | and Il reported in Table 2 give remarkably similar results on the effects of various airport
characteristics on the variable cost frontier. All the parameter estimates of the two models have
LGHQWLFDO VLJQV $00 WKH FRHI¢FLHQWY VWDWLVWLFDOO\
in Model Il. Since Model | (Canadian airport authorities are identical to U.S. airport authorities
LQ WHUPV RI ERWK WKH DOORFDWLYH LQHI(FLHQF\ DQG WH
could not be rejected in favor of Model Il (Canadian airport authorities have distinctly different
LQHI¢(FLHQF\ SDUDPHWHUY IURP WKH 8 6 DLUSRUW DXWKRU
Model | are used to describe below the effect of each airport characteristics on the cost frontier.

1RQ DHURQDXWLFDO RXWSXW LV RQH RI WKH PRVW VWDWL
FRHI(FLHQW RI DERXW 7KLY LQGLFDWHYVY WKDW D LQF
holding other variables constant, causes total variable cost to increase by only about 0.325%. The
VWURQJ VWDWLVWLFDO VLIJQL,{FDQFH RI WKLV FRHI¢{FLHQW L
RXWSXW LQ PHDVXULQJ DLUSRUW FRVW DQG RU HI{FLHQF\ ZR
E\ FRPPLWWLQJ PRGHO VSHFL{(FDWLRQ HUURU )LJXUH VKRZ
revenue in the airport’s total revenue varies across our sample airports, the average value is well
over 50%. This implies that, for an average airport, a 10% increase in non-aeronautical revenue
would increase an airport’s total revenue by 5% while increasing costs only by 3.25%. Therefore,
omission of non-aeronautical revenue would lead to over-estimation of costs (or equivalently, under-
HVWLPDWLRQ RI HI¢FLHQF\ RU SURGXFWLYLW\ IRU WKH DLUS
higher percentage of total revenues from non-aeronautical services, including commercial services.
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J)LIXUH 6KDUH Rl 1RQ $HURQDXWLFDO 5HYHQXH IRU 6DPSOH

90%

80%

70%

The three proxy capital stock measures (the number of runways, number of gates and terminal
VLIH DUH QHLWKHU LQGLYLGXDOO\ QRU MRLQWO\ VWDWLVWIL
of these proxy variables does not seem to help improve our cost function. This means that although
LW LY HIWUHPHO\ GLI¢FXOW LI QRW LPSRVVLEOH WR FRQVW
across all airports in different jurisdictions with different accounting systems and taxes/subsidies,
there is a need to continue with the effort for constructing such capital stock series.

ORVW RI WKH \HDU GXPP\ YDULDEOHY EDVH \HDU DU
DQG SRVLWLYH DQG DOO \HDU GXPP\ YDULDEOHYV WRJHWKHL
IXQFWLRQ 7KHVH SRVLWLYH FRHI¢FLHQWY LQGLFDWH XSZDL
period even after controlling for the effects of all of the variables included in our model. This may
be because airports in North America had to bear the ever-increasing security costs in the post 9/11
period.

7KH SHUFHQWDJH RI LQWHUQDWLRQDO WUDI,F KDV D VWDW
WKDW WKH DLUSRUW LQ ZKLFK LQWHUQDWLRQDO SDVVHQJHU\
upward pressure on airport operating costs than a similar airport with a lower share of international
WUDI,F 7KH SDUDPHWHU HVWLPDWH LQGLFDWHYV WKDYV
international passenger share are expected to have 0.68% higher operating costs, ceteris paribus.

&DQDGD FRXQWU\ GXPP\ KDV D QHIJDWLYH FRHI,(FLHQW EXW
that airports in Canada and the United States have similar cost structures.

&21&/8',1* 5(0%$5.6

This study has found that the choice between the two dominant forms of airport governance in
&DQDGD DQG WKH 8QLWHG 6WDWHY L H DLUSRUW DXWKRU/|
HITHFW RQ FRVW HI(FLHQF\ SHUIRUPDQFH RI WKH DLUSRUW
operated by an airport authority outperform those operated by a government branch by, on average,
LQ WHUPV RI WHFKQLFDO HI¢{¢FLHQF\ 7KLV UHVXOW SURYLC(
that the governance form in which management can exercise a greater degree of autonomy and
IDFH OHVV SROLWLFDO SUHVVXUH DUH PRUH OLNHO\ WR LPS
modeling the interrelationship between governance form and airport variable input usage, we found
that the airports run by a government branch tend to have a higher share of the soft cost input cost
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(including outsourcing cost) than those run by an airport authority. Since little attention has been
SDLG WR WKH LQAXHQFH RI JRYHUQDQFH IRUPV RQ DQ DLUSH
DFFRXQW RI WKH LPSDFW RI JRYHUQDQFH IRUPV RQ HI¢FLHQF
LPSURYLQJ FRVW IURQWLHU VSHFL¢{¢FDWLRQV IRU IXWXUH VW

(VWLPDWLRQ RI WKH K\SRWKHVHVY WHVWYVY OHG XV WR FRQF
structure of the airports operated by Canadian airport authorities are not statistically different from
WKRVH RSHUDWHG E\ 8 6 DLUSRUW DXWKRULWLHYV E RXU V!
VLIQL{FDQWO\ LPSURYHG WKH DFFXUDF\ RI HI¢FLHQF\ PHDVX
LV ZRUWK LQFRUSRUDWLQJ ERWK WKH DOORFDWLYH LQHI¢FLI
VWRFKDVWLF FRVW IURQWLHU PRGHOV IRU PHDVXULQJ DLUSF

In addition, our results also show that it is important to include non-aeronautical services as
D SDUW RI DLUSRUW RXWSXWV EHFDXVH RWKHUZLVH HPSLU
against the airports whose management focuses on increasing commercial and other non-aeronautical
revenues.

The empirical constructs of the current study offer a useful starting point for a more in-depth
analysis of the effects of airport governance forms. To further extend our study, it is possible
WR IRUPXODWH PRUH AH[LEOH PRGHOV WKDW DFFRXQW IRU
heterogeneity across individual airports. Due to estimation problems, we had to simplify our model
structure dealing with the interrelationship between governance forms and airport input mix,
ZKLFK FOHDUO\ LV RQH RI WKH SRWHQWLDO IXWXUH LPSURYF
addition, the incorporation of the nature of contractual relationships between airports and airlines

PDMRU FXVWRPHUV LV DQRWKHU DUHD WKDW ZDUUDQWYV IXU
IRU VXFK ZRUN KRZHYHU PD\ LQFUHDVH WKH FRPSXWDWLRQ

Endnotes

1. A growing number of economists argue that the two-sided platforms (airports and airlines)
LOQWHUQDOL]H WKH SGHPDQG HIWHUQDOLWLHV" WKDW HDFK
5RFKHW DQG 7LUROH GH¢QH WKH WZR VLGHG PDUNHW
transactions between end-users depends not only on the overall level of the fees charged by the
platform but also on the way in which the transactions are structured and governed.

2. By estimating a stochastic cost frontier via a Bayesian approach, they found that the airports
UXQ E\ DQ DLUSRUW DXWKRULW\ SHUIRUP IDU PRUH HI¢{FLI
branch in North America.

3. $LUSRUW VWXGLHV RI HI¢FLHQF\ XWLOL]JLQJ SDUDPHWULF
and summarized in Liebert and Niemeier (2010).

4, 'HWHUPLQLVWLF NHUQHO LV WKH FRVWYVY RI D IXOO\ HI¢FLH

5. The soft cost input consists of all costs and expenses other than personnel costs and capital
expenditure.

6. Since we believe there is no way of creating consistent measures of airport capital inputs or
capital stocks comparable across airports in different jurisdictions, we decide to use these three
physical measures of capital stocks as quasi-capital input measures.
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Let be a vector of parameters to be estimated, ®rgpecify hypothesized restrictions on

these parameters. Let be the ML estimator of obtained without imposing the parameter
restrictions and be the constrained ML estimator. If we let  and be the

likelihood functions evaluated at these two estimates, then it is well known that the following
OLNHOLKRRG UDWLR WHVW VWDWLVWLFV LV DV\PSWRWLF
equal to the number of restrictions imposed in the null hypoth&siprovided + is true.

8. )XUWKHUPRUH WKH UDWLR RI YDULDQFHY UHSRUWHG DW W
WKH WRWDO YDULDWLRQ LV DFFRXQWHG IRU E\ RXU WHFKQ
LV DQRWKHU LQGLFDWRU WKDW WKH LQFRUSRUDWLRQ RI F
cost function was a worthwhile practice.

9. %\ DSSO\LQJ 6KHSKDUGY{V OHPPD WR ORGHO , ZH FDQ JLYH
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APPENDIX $ /LVW RI 6DPSOH $LUSRUWYV
North America - United States
Code Airport Name Governance Structures
1 ABQ Albuquerque International Airport Government Branch
2 ALB Albany International Airport Airport Authority
3 | ATL +DUWV/HOG -DFNVRQ $WODQW DGav@rivient Brénth . RQDO $LUS
4 AUS Austin Bergstrom Airport Government Branch
5 BNA Nashville International Airport Airport Authority
6 BWI Baltimore Washington International Airport Government Branch
CLE Cleveland-Hopkins International Airport Government Branch
8 CLT Charlotte Douglas International Airport Government Branch
9 CVG Cincinnati/Northern Kentucky International Airport Airport Authority
10 DCA Ronald Reagan Washington National Airport Airport Authority
11 DEN Denver International Airport Government Branch
12 DFW Dallas/ Fort Worth International Airport Airport Authority
13 DTW Detroit Metropolitan Wayne County Airport Airport Authority
14 FLL Fort Lauderdale Hollywood International Airport Airport Authority
15 HNL Honolulu International Airport Government Branch
16 IAD Washington Dulles International Airport Airport Authority
IAH Houston-Bush International Airport Government Branch
18 IND Indianapolis International Airport Airport Authority
19 JAX Jacksonville International Airport Airport Authority
20 LAS Las Vegas McCarran International Airport Government Brarnch
21 LAX Los Angeles International Airport Government Branch
22 MCI Kansas City International Airport Government Branch
23 MCO Orlando International Airport Airport Authority
24 | MDW Chicago Midway Airport Government Branch
25 | MEM Memphis International Airport Airport Authority
26 MIA Miami International Airport Government Branch
MKE General Mitchell International Airport Government Branch
28 MSP Minneapolis /St. Paul International Airport Airport Authority
29 MSY Louis Armstrong New Orleans International Airport Government Branch
30 ONT Ontario International Airport Government Branch
31 ORD Chicago O’Hare International Airport Government Branch
32 PHL Philadelphia International Airport Government Branch
33 PHX Phoenix Sky Harbour International Airport Government Brarich
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APPENDIX $ /LVW RI 6DPSOH $L g&BRua)Vv
34 | PIT Pittsburgh International Airport Airport Authority
35 RDU Raleigh-Durham International Airport Airport Authority
36 RIC Richmond International Airport Airport Authority
RNO Reno/Tahoe International Airport Airport Authority
38 SAN San Diego International Airport Airport Authority
39 SAT San Antonio International Airport Government Branch
40 SDF Louisville International Airport Airport Authority
41 SFO San Francisco International Airport Government Brar]
42 sJC Norman Y. Mineta San Jose International Airport Government Br3
43 SLC Salt Lake City International Airport Government Bran
44 SMF Sacramento International Airport Government Branch
45 SNA John Wayne Orange County Airport Government Brar
46 STL St. Louis-Lambert International Airport Airport Authority
TPA Tampa International Airport Airport Authority
North America - Canada
Code Airport Name Governance Structu
48 YEG Edmonton International Airport Airport Authority
49 YHZ Halifax International Airport Airport Authority
50 | YOW Ottawa International Airport Airport Authority
51 YUL Montreal-Pierre Elliot Trudeau international Airport Airport Authority
52 YVR Vancouver International Airport Airport Authority
53 | YWG Winnipeg International Airport Airport Authority
54 YYC Calgary International Airport Airport Authority

Qi (Mia) Zhao UHFHLYHG KHU 06F LQ EXVLQHVV DGPLQLVWUDWLRC

%QULWLVK &ROXPELD

Yap Yin Choo LV RQ WKH
THFKQRORJ\

TaeOum LV WKH 836 )RXQGDWLRQ FKDLU SURIHVVRU DW 6DXGHU
&ROXPELD DQG WKH &KDLUPDQ RI
HGLWRULDO ERDUGV RI
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Do State Fiscal Constraints Affect Implementation

of Highway Public-Private Partnerships?

A Panel Fixed Logit Assessment

E\ = KHQKXD &KHQ 1REXKLNR 'DLWR DQG -RQDWKDQ / *

,QIUDVWUXFWXUH SXEOLF SULYDWH SDUWQHUVKLSV 33 V" KI
SROLF\ WRROV IRU VWDWH DQG ORFDO JRYHUQPHQWYV WR G
7KH REMHFWLYH RI WKLV VWXG\ LV WR HPSLULFDOO\ WHVW
PRWLYDWLRQV IRU HPSOR\LQJ WKLYV SURFXUHPHQW PHFKDQL
RQ VWDWH LQIUDVWUXFWXUH LQYHVWPHQW ,Q DGGLWLRQ W
OHJLVODWLRQ DIITHFWV WKH EHKDYLRU RI ERWK WKH SXEOLF
¢[HG HITHFWYVY ORJLW SDQHO PRGHO DUH HPSOR\HG WR WHVW
FRQVWUDLQWY DUH PRUH OLNHO\ WR VHHN 3 V IRU KLJKZD\ L
FROWUROOLQJ IRU VXFK IDFWRUV DV VWDWH HFRQRPLF FRQG|
WUDYHO GHPDQG WKH HPSLULFDO UHVXOWY LQGLFDWH WKD
WKH SURSHQVLW\ WR XVH KLJKZD\ 3 SURMHFWYV

,1752'8&7,21

Infrastructure public-private partnerships (“P3s”) have gained considerable recognition as policy
WRROV IRU VWDWH DQG ORFDO JRYHUQPHQWYVY WR LPSURYH HI
IRU HFRQRPLF GHYHORSPHQW 7KH 8 6 )HGHUDO +LJKZD\ $C
“contractual agreements formed between a public agency and private sector entity that allow for
JUHDWHU SULYDWH VHFWRU SDUWLFLSDWLRQ LQ WKH GHOLYI
2I¢ FH Rl ,QQRYDWLYH 3URJUDP "HOLYHU\ 6FKRODUV KDY
WKH EDVLV RI WKH SRWHQWLDO IRU HDVLQJ ¢VFDO FRQVWU
SULYDWH VHFWRUTV LQQRYDWLYH FRVW VDYLQJ SUDFWLFHYV

The focus of policy debate regarding transportation P3s has been on developing the capacity
among state transportation agencies to implement P3 programs and projects. DeCorla-Souza et al.
(2013a) suggest key factors of capacity include: statutory and policy frameworks, a pipeline of
potential P3 projects, procurement system adequacy, and oversight mechanism adequacy.

Questions such as whether and how P3s can enable cost savings through infrastructure delivery
DQG RYHUFRPH ¢(VFDO FRQVWUDLQWY RI SXEOLF DJHQFLHV K
2005). Due to the limited number of P3 projects, howelMdr, S &&ly¥es on whether the presumed
EHQH; WV KDYH EHHQ DFKLHYHG DUH OLPLWHG SDUWLFXODU
21¢FH

Since few studies have empirically tested whether P3s are employed more extensively by state
DXWKRULWLHV ZLWK SDUWLFXODU ¢(VFDO FLUFXPVWDQFHV R
test one of the claims often made regarding states’ motivations for employing this procurement
mechanism: through opening access to private capital, P3s could help public authorities overcome
WKHLU ¢VFDO FRQVWUDLQWY IRU LQYHVWLQJ LQ LQIUDVWUXF
of P3 enabling legislation may affect the behavior of both public and private sectors. By addressing
these empirical questions, this study intends to shed light on the state of the practice of P3s in
KLIKZD\ ¢ QDQFH
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State Fiscal Constraints

The rest of this paper is structured as follows. The second section reviews the background and
relevant literature. The third section presents the data used in the analysis. The methodology of the
DQDO\VLV LV GLVFXVVHG LQ WKH IRXUWK VHFWLRQ ZKLFK LV
WKH ¢IWK VHFWLRQ 7KH ODVW VHFWLRQ VXPPDUL]JHVY DQG FR

%$&.*5281"

P3s have become a popular procurement mechanism in the United States not only in the transportation
sector but also in other sectors, such as water/wastewater, prison, and government buildings (Figure

7KH DJJUHJDWH QXPEHU RI 3V LQ DOO VHFWRUV WKDW L
GUDPDWLFDOO\ LQFUHDVHG LQ WKH V ,Q WKH V. WKH C
¢QDQFLDO FULVLV LQ :KLOH ZDWHU DQG JHQHUDO EXLO
number of P3s in the transportation sector has shown steady growth to date.

J)LIXUH I1XPEHU RI 8 6 3 )LQDQFLDO &ORVHV E\ 6HFWRU

Note: Transportation sector numbers encompass all P3 contract types, including leases and management

contracts.
Source:3XEOLF :RUN WwspeOFataDake.

In the context of highway capacity expansion projects in the United States, the traditional
procurement model is referred to as design-bid-build model (DBB). A highway construction project
has multiple components, such as design, construction, operation, and maintenance. A public agency
is the owner of the asset to be built, and the agency is responsible for funding the project. Certain
VWDJHV RI WKH SURMHFW ZLOO EH FRQWUDFWHG RXW WR D S
E\LQ KRXVH HQJLQHHUY RU FRQWUDFWHG WR DQ HQJLQHHUL
contractor; and the completed highway asset can be maintained by in-house staff or contracted to a
SULYDWH ¢(UP VSHFLDOL]JHG LQ WKH VHUYLFH

While this model can ensure accountability of each project stage and achieve transparency, it
PD\ QORW EH WKH EHVW DSSURDFK WR DFKLHYH FRVW HI¢{FLHQ
budget conditions of government agencies. In this traditional DBB model, the contractor for each
stage has the incentive to minimize its cost, possibly at the cost of another stage of the project. If
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WKHUH LV D GLVFUHSDQF\ EHWZHHQ GHVLJQ VSHFL{FDWLRQ
UHAHFW WKH VLWH FRQGLWLRQ RQ WKH EOXHSULQWY REWL
strategy, and do the job could easily lead to cost and schedule overruns. Under such scenarios, the
SXEOLF DJHQF\ PD\ EHDU WKH UHVSRQVLELOLW\ RI WKH SRWt}

Design-build contract (DB) evolved to address design risks as follows: by contracting both
design and construction phases, change-orders may decrease considerably. In this contract, the
design risk has been transferred to the private contractor. Thus, some may argue that the DB contract
FDQ EH FRQVLGHUHG D IRUP RI 3V &RQJUHVVLRQDO %XGJHW
maintenance stage to the contract, the cost savings of project bundling could be extended further.
When the operation and management stages of the project are bundled to the DB contract (hence,
a design-build-operate-maintain, or DBOM, contract), the private partner would be incentivized to
RSWLPL]H WKH OLIH F\AFOH FRVW RI WKH SURMHFW )RU H[DPS(
of the asphalt such that the initial construction may be more costly but the life-cycle cost will be
PRUH FRVW HI{FLHQW

| WKH ¢QDQFLQJ DUUDQJHPHQW LV DOVR EXQGOHG WR WKI
WR WKH SURMHFW WKHQ D GHVLJQ EXLOG ¢QDQFH RSHUDWH
SURMHFW ¢QDQFH DUUDQJHPHQW LV PDGH IRU WKH SULYDWH
WKH SURMHFW 3URMHFW (QDQFH LV D ¢QDQFLDO WHFKQLTXH
capital investment (e.g., power plant, water plant, highway).

In this model, the initial investment is realized by combining equity investment from companies
SDUWLFLSDWLQJ LQ WKH SURMHFW H J FRQWUDFWRU RSH
(e.g., bank loan and bond). Revenues from the project will be used to repay the debt obligation and
IRU RSHUDWLRQDO DQG PDLQWHQDQFH H[SHQVHV DQG WKH L
to the return on the equity investment. Multiple private companies form a legally independent
SURMHFW VSHFL¢{¢F HOQWLW\ 6SHFLDO 3XUSRVH 9HKLFOH RU
in the project, such as design-build, operation, and maintenance. Importantly, since the SPVs are
OHJDOO\ GLVWLQFW IURP SDUWLFLSDWLQJ ¢UPV OHQGHUV Z
JHQHUDO FUHGLW DQG (UP ZLGH FDVK ARZ EXW RQ WKH FRQC

The economic advantage of P3s has been found on the basis of the incomplete contract theory
IUDPHZRUN 9I10LOI ,Q WKLV OLQH RI WKRXJKW WKH HPSH
and transfer of project risks from the public authority to a private partner, as well as the costs
Rl LPSOHPHQWLQJ VXFK FRPSOH] FRQWUDFWXDO WUDQVDFW
FRVW HI,FLHQF\ WKURXJK EXQGOLQJ RI SURMHFW FRPSRQHQ
on incomplete contract theory framework. In this model, procurement approaches have distinct
implications for contractors in terms of incentives for cost savings. Hart predicted that a traditional
'%9% PRGHO ZRXOG EH GHVLUDEOH ZKHQ FRQVWUXFWLRQ RI V
TXDOLW\ RI WKH VHUYLFH FDQQRW EH ZHOO VSHFL¢{¢HG 3 SL
VHUYLFH TXDOLW\ FDQ EH ZHOO VSHFL;¢HG LQ WKH FRQWUDFV
QRW EH ZHOO VSHFL{HG

Martimort and Pouyet (2008) extended the analysis by focusing on the externality of one project
stage to the others and the asset ownership. In this context, a positive externality of production is
SUHVHQW ZKHQ IRU H[DPSOH EXLOGLQJ VSHFL{FDWLRQ LV
EHFRPH PRUH HI¢¢FLHQW H J PRUH FRVWO\ KLJK VSHFL¢FD
costs during the operational phase). Their model showed that when it is costly to specify service
requirements in the contract, transferring the ownership to the private contractor would incentivize
the private partner to exert its best effort to increase the asset value through lowering its costs of
production (Martimort and Pouyet 2008). Bennet and lossa (2006) showed that, when a positive
externality is present, ex ante incentive for cost saving and quality service is stronger if, after the
contract life the asset is to be under the ownership of the private partner. The authors argued that
EDVHG RQ WKLV ¢QGLQJ WKDW WKH 3 V PD\ QRW EH D SUHIH!
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strong resistance, political or otherwise, for long-term private ownership (Bennet and lossa 2006). De
%HWWLJIJQLHY DQG 5RVV FRPSDUHG SXEOLF ¢QDQFLQJ DQ
SURMHFWY EDVHG RQ WKH LQGXVWULDO RUJDQL]DWLRQ DQ¢
that private borrowing might be ex-post superior to public borrowing, because private developers
would be willing to commit to smaller debt and repayment obligations with high expected returns.

,Q WKLV YLHZ ¢(QDQFLDOO\ XQYLDEOH SURMHFWV ZRXOG QR
private lenders and developers. Public agencies might continue with the investment in projects with
VPDOOHU H[SHFWHG (QDQFLDO UHWXUQV IRU HFRQRPLF GHY|
ZLWK SXEOLF ¢QDQFLQJ DUUDQJHPHQWYV

S3URMHFW ¢QDQFH DUUDQJHPHQWY DUH PDGH IRU LQIUDVW!
%UHDOH\ HW DO H[SORUHG WKHRUHWLFDO MXVWL¢FDW
IRU LQIUDVWUXFWXUH SURMHFWY DQG KRZ ERWK WKH SXEO
from it. They point out that a commonly held notion that the cost of capital might be cheaper for
JRYHUQPHQWY FRXOG EH PLVOHDGLQJ VLQFH WKH ORZHU L
WD[SD\HUV 7KH\ DUJXH WKDW WKH EHQH¢{;W RI SURMHFW ¢ QL
EHFDXVH WKH\ DOORZ EULQJLQJ LQ WKH H[SHUWLVH RI FRVW
ULVNV E\ WKH SULYDWH ¢(¢UPV ZKLOH DYRLGLQJ IXOO 3SULYDV
entail designing complex new regulatory institutions, which may be inappropriate for certain sectors
such as education (Brealey et al. 1996).

9DULDWLRQV RI 3 FRQWUDFWY LQFOXGH GHVLJQ EXLOG RS

"%) ZKLFK LQYROYHV VKRUW WHUP ({QDQFLQJ E\ WKH SULYI
and so forth. These capacity expansion projects can be considered as an extension of the traditional
construction projects, involving agreed compensation from the public procuring authority to the
private partner.

On this theoretical foundation, a P3 procurement model is ex-ante preferred if the transaction
FRVWVYV RI HPSOR\LQJ WKH PRGHO H J OHJDO ¢(QDQFLDO FF
cost savings achieved by employing the P3 model. In other words, deciding the procurement model
requires comparing the life cycle costs of the P3 approach and the alternative public procurement
model. The topic of ex-ante decision models has received policy attention in the United States
in recent years (DeCorla-Souza et al. 2013b). In countries such as the United Kingdom (U.K.),
Australia, Canada, and the Netherlands, value for money (VFM) analysis is considered an established
evaluation framework, primarily due to their extensive experiences with P3 mechanisms for various
projects. This is particularly so in the U.K., where the Private Financing Initiative (PFI) employed
9)0 DQDO\WLY ZKLFK LV GH¢{¢QHG DV 3WKH RSWLPXP FRPELQL

RU ¢ WQHVV IRU SXUSRVH RI WKH JRRG RU VHUYLFH WR PHH)
ILNHZLVH D 3 EXVLQHVV GHYHORSPHQW JXLGHERRN SXEOL\
9)0 ZLWK VSHFL¢{F FRPSRQHQWV WR EH XVHG IRU SURMHFW H

In the United States, the use of VFM for P3 project evaluation is still in its infancy. A survey of
VWDWH RI¢(FLDOV IRXQG WKDW RQO\ RI WKH UHVSRQGLQJ \
alternatives for a project (16 states responded out of 22 states contacted). These analyses are often
in-house, and currently there is no standard VFM used for P3 projects (Morrallos et al. 2009).

In recent years, dissatisfaction about the lack of a VFM standard led to active academic and
policy debate on P3 project evaluation methods in the United States. DeCorla-Souza et al. (2013b),
for example, discussed concerns associated with the use of VFM in its present form. They argued
WKDW 9)0 IRFXVHV RQO\ RQ WKH ¢(QDQFLDO DVSHFW RI LQIU
VRFLHWDO EHQH¢WV RU FRVWV RI D SURMHFW 2QH RI WKH E
project delivery through access to private capital. They point out that what should be compared in
W\SLFDO VLWXDWLRQV DUH D 3 DOWHUQDWLYH DQG GHOD\HG
SXEOLF VSRQVRU 9)0 IDLOV WR DFFRXQW IRU VXFK EHQH¢ W\
emphasis of policy debate regarding the infrastructure P3s is on improving the state of the practice
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with enhanced knowledge and experience regarding the use of P3s by state and local governments
in delivering transportation infrastructure.

Another important subject of policy discussions is ex-post evaluation of P3s’ performance,
which has been limited to dat€his is in part due to the shortage of experiences in the United
6WDWHY 8 6 &RQJUHVVLRQDO %XGJHW 21¢FH +RGJH
KDG DFWXDOO\ DFKLHYHG WKH WKHRUL]JHG FRVW VDYLQJ EHC
rigorous empirical analysis or meta-analysis had been very limited or of questionable quality, and
only narratives and anecdotal information was available. Few studies include empirical analysis
with statistical rigor. Blanc-Brude et al. (2006) compared the cost differences of P3s and publicly
procured highway projects that received funding from the European Investment Bank (EIB), using
FRQ,GHQWLDO SURMHFW GRFXPHQWV 7KH\ WHVWHG WKH K
costs because of the premium of the risks transferred to the private partner and the engineering
VSHFL{FDWLRQV GHVLJQHG WR RSWLPL]H OLIH F\FOH FRVW V
costs of P3 projects were 24% higher than publicly procured projects, supporting their hypothesis.
'XGNLQ DQG 9I0LOlI HVWLPDWHG WKH GLITHUHQFH EHWZH
in terms of their transaction costs for establishing and maintaining a partnership, including legal,
ODQFLDO DQG WHFKQLFDO DGYLVRU\ FRVWV %HFDXVH RI
nonparametric statistical tests to investigate if samples came from the same population in terms
of their means. They found that the P3 projects were on average 10% more costly than publicly
SURFXUHG SURMHFWYVY ZLWK UHJDUG WR WKHLU WUDQVDFWLR

While the economic rationale of P3s and their performance evaluation is an important policy
FRQVLGHUDWLRQ LQ WKLV VWXG\ ZH DUH LQWHUHVWHG LQ
behind the decisions of procurement model alternatives. The next section will review relevant
literature on this subject.

/,7(5$785( 5(9,(:

From an institutional perspective, there have been several studies that investigated the factors
affecting the likelihood of governments employing P3 arrangements for infrastructure investments

in the international context. Because the factors considered under the realm of institutional and
SROLWLFDO FRQGLWLRQV DUH EURDG ZH GHYHORS K\SRW|
WKH OLWHUDWXUH UDWKHU WKDQ DQDO\LQJ WKURXJK D Il
demonstrated that the decision of a country to invest under a P3 arrangement depends on such
IDFWRUV DV PDFURHFRQRPLF SROLWLFDO DQG ¢QDQFLDO U
RI RYHUDOO JRYHUQPHQW VSHQGLQJ &KHFKHULWD (PSL
of factors, including the magnitude of economic activities, sovereign debt, macroeconomic stability,

and presence of stable legal and institutional framework, are associated with the size of P3 projects

in a country (Hammami et al. 2006). International comparisons of P3 markets have presented
challenges for scholars because of the variety and complexity of these schemes across nations, and
limited project-level data on P3 institutions.

The United States is a unique case to analyze P3 institutions, since the market in each state
is distinct from those of other states. Few studies have been conducted to address questions on
3 LQVWLWXWLRQV IRFXVLQJ RQ WKH VSHFL¢{F FRQWH[W RI 8
OHJLVODWLRQ LV DQ HVVHQWLDO ¢UVW VWHS IRU VWDWHYV I
WDNH DGYDQWDJH RI WKH EHQH{;WV RI 3 V ZKLOH SURWHFWL
standardizes the process of negotiation as well as the contractual agreements of P3 projects, thereby
reducing the transaction costs of the state’s P3 market. Moreover, enabling legislation demonstrates
a state’s commitment to investing in infrastructure in collaboration with the private sector. Hence,
the state can inform the private sector about the predictability of the state’s market, mitigating the
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perceived political and institutional risk in engaging in P3s with the public agencies (Decorla-Souza
et al. 2013b).

Geddes and Wagner (2013) statistically analyzed what factors contribute to states’ passing P3
enabling legislation, as well as favorability of this legislation, measured by a favorability index based
on survey responses by P3 experts in the United States. These elements included a requirement of
legislative approval for each project, and a prohibition against mixing public and private funds to
(QODQFH D SURMHFW DPRQJ RWKHUV 7KH\ IRXQG WKDW GHP

DQOG SROLWLFDO FRQGLWLRQV ZHUH VLIJQL¢{FDQWO\ DVVRFLD
legislation as well as the favorability of the state’s institution to private investment on transportation
LQIUDVWUXFWXUH 7KHLU DQDO\WVLY DOVR GHPRQVWUDWHG V
little to do with a state’'s P3 legislations.

7KH OLWHUDWXUH EULHA\ VXPPDUL]J]HG DERYH SRLQWV W
GHFLVLRQV RQ SURFXUHPHQW PRGHOV WR EH HPSOR\HG )LU\
IRU LQIUDVWUXFWXUH LQYHVWPHQWY ZKHQ WKH\ IDFH ¢(¢VFDC
GLVFXVVLQJ HI[FOXVLYHO\ SULYDWH ¢QDQFLQJ RI WKHVH SUR
SRWHQWLDO LPSDFW RI WKH ¢VFDO FRQGLWLRQV RQ WKH XVF
FRQVLGHULQJ 3V DV EURDGO\ GH;,QHG WR LQFOXGH WKRVH V
initial capital investment costs (as pointed in the review in the Background section) may actually
negatively affect whether P3 models are selected for given projects. It is therefore necessary to
DFFRXQW IRU WKH GLIIHUHQW FRQWUDFW W\SHV RI 3V ZKHQ
condition variables.

Second, demand for infrastructure is likely to be associated with states that employ the P3
models. In the context of highways, increasing travel demand of an economy may encourage state
highway agencies to respond by employing P3s to rapidly achieve expansion of highway capacities

=KDQJ *HGGHVY DQG :DJQHU 7TKLUG SROLWLFDO IDFW
OLQH RI WKRXJKW LV SUHYDOHQW LQ WKH OLWHUDWXUH RQ
argued that political ideology had been considered important for decisions to privatize. In the context
of P3s, this consideration may also be complex. Various interest groups may have distinct positions
on the use of P3 models, depending on the rent that could be sought. For example, a number of P3
SURMHFWY LQYROYH WROOLQJ VFKHPHVY GXH WR WKHLU ¢£QD
requires a revenue stream for operational and maintenance expenses, repayment of debt obligations,
and private investors’ return on their equity investment). There are a number of interest groups
that may oppose tolling of “freeways.” Political condition is an important consideration when
empirically investigating the use of P3s by state agencies.

This review of the literature suggests that, while scholars have debated why U.S. states
and local governments should utilize P3s, none of the studies has empirically assessed whether
SXEOLF DIJHQFLHVY HQJDJHPHQW ZLWK 3 V DUH DFWXDOO\ G
statistical analysis of the association between P3 enabling legislation at the state level and actual
implementation has been limited. This is the gap in the literature that this study intends to bridge.

DATA

%HFDXVH KLJKZD\ FDSLWDO ¢QDQFLQJ DQG LQYHVWPHQW SR
the United States, the state is selected as the unit of analysis. The assessment focuses on the period
between 1998 and 2010. The beginning year of 1998 is selected because highway P3 projects in
the United States experienced substantial expansion since then. In addition, the Transportation
Infrastructure Finance and Innovation Act (TIFIA) also passed in 1998. Data on the 50 U.S. states
ZHUH XVHG LQ LQYHVWLJDWLQJ WKH LQAXHQFH RI VWDWH ¢ VI
P3 projects. The following variables are adopted for the analysis (Table 1).
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7TDEOH '"HVFULSWLYH 6WDWLVWLFV
Variables Mean Std. Dev. Min Max Unit
Whether state has highway P3|
(including DB) (S) 0.09 0.29 0 1 Yes/No
Whether state has highway
P3(without DB) (S 1D 0.04 0.19 0 1 Yes/No
Lag of state highway net
balance © D) | F 342,891 3,419,902 Thousands of 20055
State public debt per capita
GHEWSF 2,888 1,838 596 Thousands of 2005%
Highway indebtedness
o . 394 0.26 2,045 Thousands of 20055
obligation per capita ODJKUSF
Lag of state highway capital
outlay per capita@ D J F)D S § F 232 106 Thousands of 2005%
Lag of gross state product per
capita ODJJWV S S F 39,411 25,224 2005%
Growth of vehicle miles o
traveled per capitalY PW S F 0 0.08 042 0.92 100%
_Dommant_ party in upper houseg 0.49 0.50 0 1 Yes/No
is Republican KX
Dominant party in lower house
is Republican O K 0.44 0.50 0 1 Yes/No
Whether governor is Republicgn 052 0.50 0 1 Yes/No
(JRY
Yes/No
Whether state has P3 enabling
law (S O)D Z 0.38 0.49 0 1
Whether state has “cannot carfy
RYHU GH¢FERGODZ[ 0 ! ves/No

7TRWDO QXPEHU RI REVHUYDWLRQ

QXPEHU RI VWDWHYV

T QXPE}

Source: Bureau of Economic Analysis, Bureau of U.S. Census and Public Works Financing Newsletter.

X 3XEOLF SULYDWH &b BWIQAHHPROX\EY WKH ¢(¢QDQFLDO VRXUFH)
(DB) P3 projects may come from public partners with no private funding source involved, two
W\A\SHV RI 3 YDULDEOHYVY DUH DGRSWHG LQ RUGHU WR H[DF
GLIIHUHQW LQAXHQFH RQ ERWK JHQHUDO 3 SURMHFWV DQ
are created to represent whether a state has P3 projects or not. Both are treated as dependent
variables and are analyzed separately. Information on P3 projects such as project location, P3
W\SH SURMHFW FRVW DQG GDWH RI ¢QDQFLDO FORVH LV
by Public Works Financing (PWF) Newslet{@013)*

x The dummy variable is coded as “1” if a state in one particular year has one or more P3 projects
that are under implementation (including design, planning, or construction), otherwise, a
value of zero is coded. Since the scope of assessment only focuses on highway projects, only
highway-related P3 projects, including motorway, toll motorway, toll bridge and toll tunnel,

DUH VHOHFWHG

IRU WKH DQDO\VLYV

'XH WR WKH GLVWLQF!

of capacity expansion projects are analyzed, excluding the P3s of other contract types, such
DV PDQDJHPHQW FRQWUDFWYV DQG EURZQ¢/¢HOG FRQFHVVLR
KLJKzZzD\ 3 SURMHFWY WKDW UHDFKHG WKH ¢

WKHUH DUH
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JLIXUH  +LJKZD\ 3 V ,QFOXGLQJ '% DQG 3 ([FOXGLQJ '% SUR

Note: Highway P3s of capacity expansion projects, excluding leases and management contracts.
Source:3XEOLF :RUN WewskieQFataQake.

JLIXUH 6WDWH +LJKZD\ 1HW %DODQFH

Source: Table SF-1, SF-2, Highway Statistics, Federal Highway Administration

which includes 25 non-DB P3 projeét&igure 2 illustrates the variation of both general P3
projects and non-DB P3 projects in the United States.

6WDWH KLJKZD\ QTHe stet® Righvialy Het b&dance for the period 1998-2010 is
DGRSWHG WR PHDVXUH (VFDO FRQVWUDLQWY RQ VWDWH
difference of total state highway revenue and total disbursements, which is calculated through
WKH HTXDWLRQ LQ )LJXUH $FFRUGLQJ WR WKH )+:$)7% )|
GH¢{QHB ®GNWPPRQVWUDWLRQ RI VXI¢(FLHQW IXQGV )HGHUDO
SURSRVHG WUDQVSRUWDWLRQ V\VWHP LPSURYHPHQWYV DV

VIVWHP WKURXJK WKH FRP S DUtlisvtRiQreBsoralietéirégsnd VieBt@ies FRV
KLIKZD\ QHW EDODQFH DV WKH LQGLFDWRU WR PHDVXUH ¢
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Data on highway capital outlay, revenue, and disbursements are collected from FHWA's annual

+LJKZD\ 6Ve&ivs (201B)AIFWriables are converted into real monetary terms using World
%DQN **'3 GHADWRU LQ RUGHU WR HOLPLQDWH LQADWLRQ

X

6WDWH SXEOLF GHEW oB8eHdd thHe Dniajoalyum@ertsEfgY dvocating P3 in
WUDQVSRUWDWLRQ ¢QDQFLQJ LV WR UHGXFH WKH EXUGHQ
GHEWV PLJKW EH PRUH OLNHO\ WR LPSOHPHQW 3 IRU ¢QTC
WR FRQWURO IRU WKH VWDWHfV ¢QDQFLDO LQAXHQFH 'C
Government Finance Division at the U.S. Census Bureau.

+LJKZD\ LQGHEWHGQHVV REOL HesdéesRilge t6tal puldid®dbtVeflthe O D J K
state discussed above, decision makers could potentially consider P3s for the existing project
pipeline driven by the state’s debt obligations for highways. Highway indebtedness obligation
from the annualt LIK Z D\ 6 Wdb WhWelpénwd. F998-2010 was introduced in the empirical
PRGHO WR FRQWURO IRU WKH ¢QDQFLDO FRQGLWLRQ VSHF
6WDWH KLJKZD\ FDSLWDO Rstate®iphway Hapit&l DEIayWer capiadsS F
LQWURGXFHG WR FRQWURO IRU WKH LQAXHQFH RI 3 IURF
decline of public highway expenditure during the period between 1998 and 2010, as compared
with the period of the 1960s to the 1980s, the higher the level of public highway capital outlay

per capita, the greater would be the likelihood of its having implemented a P3 project.

*URVYV VWDWH S URG X D¥fa 8rel ¢dllecz& from e réyichdl Beccount of the U.S.
Bureau of Economic Analysis (BEA). One year lag of real GSP per capita is adopted to account
IRU WKH VWDWHV HFRQRPLF FRQGLWLRQ RQ 3 LPSOHPHQ
P3 implementation can run in both directions. On the one hand, the growth in GSP may create
more project demand opportunities for collaborations between the public and private sectors
and thus may lead to an increase in highway infrastructure using P3s. On the other hand, the
opposite linkage may also exist. The decline of an economy may lead to a decrease in public
investment, which may consequently provide opportunities for the private sector to be involved

LQ KLJKZD\ SURMHFWYV ¢(¢QDQFLQJ

*URZWK RI YHKLFOH PLOHV W UID¥ I4 Qdddsto Iriddsurie DeBiathB in JY P W
highway travel demand through the usage of highway infrastructure. A reasonable assumption is
that a higher level of highway user demand requires a higher level of highway capital investment.
The data are collected from Table PS-1 of the anruBlJ KZ D\ 6 WhBtWween1998 and

2010, published by FHWA. Per capita level data are used in order to control for the size effect

of each state.

6WDWH OHJLVODWLYH FR poStieaV [egslativ€copésitiOnkhas Berry found

WR SOD\ D VLIQL¢{FDQW UROH LQ VKDSLQJ WKH GHFLVLRQ F
JRU LQVWDQFH %UXFH HW DO IRXQG WKDW KLJKZD\
has a Republican governor and Republican legislative majorities. To control for these political
LQAXHQFHV WKUHH SROLWLFDO GXPP\ YDULDEOHV DUH I
&RPSRVLWLRQ RI 6WDWH /HILVODWXUHV1IEWBRQDY L&EPO@I B0
RlI 6 WDWH /HXnd O&envoldithimy variables that measure whether the state upper
KRXVH DQG WKH ORZHU KRXVH KDYH D 5HSXEOLFDQ PDMR
of the governor is also considered. The variabRequals one if the governor is a Republican.
KHWKHU VWDWH KDV 3 :AfDBE0ded have Dodnd $had fates with P3
enabling legislation are more likely to implement highway P3 projects (Geddes and Wagner
2013. Rall et al. 2010). The P3 enabling legislation provides guidance for state government
WR VHOHFW GHYHORS DQG H[HFXWH VSHFL¢{F 3 SURMHFW
a role in P3 implementation. One of the features in this assessment is that the P3 enabling
legislation variables are coded in a panel data format that includes both regional and temporal
information.
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We recognize that there are different degrees of favorability of P3 enabling legislation to private
investment on transportation infrastructure (Geddes and Wagner 2013). However, investigating the
UHODWLRQVKLSY RI VSHFL{¢F FRPSRQHQWY LQ WKH 3 HQDEC(
analysis. It is assumed that the inclusion of a dummy variable of P3 enabling legislation would allow
XV WR PDNH D UHDVRQDEOH DVVHVVPHQW RI WKH LQAXHQFH

The number of states with P3 enabling legislation is growing. As illustrated in Figure 4, there
were only 15 states with P3 enabling legislation in 1998. During the last decade, the number of
states grew to 28 by the end of 2010. This rapid increase of P3 legislation suggests the expansion of
potential P3 market across the United States.

J)LIXUH ODUNHW 6KDUH RI 3 (QDEOLQJ /HIJLVODWLRQ

Source: U.S. Bureau of Economic Analysis, and U.S. Department of Transportation

X :KHWKHU VWDWH KDV *FDQQRW FDIdlhe BntetlUStaEel), ¢skateWw~ O D
JRYHUQPHQWVY ¢VFDO FRQVWUDLQWY DUH DIIHFWHG E\ \
legislative requirements can be either constitutional or statutory. Because of the differences
LQ WKH 3FDQQRW FDUU\ RYHU GH¢{¢FLW"™ UHTXLUHPHQW D J
:KHWKHU D VWDWH ZLWK D 3FDQQRW FDUU\ RYHU GH¢{FLW’
LQIUDVWUXFWXUH ¢QDQFLQJ LV D K\SRWKHVLV WKDW QH
from the State Balanced Budget Provisions, produced by the National Conference of State
Legislatures (2010).
7KH WHPSRUDO YDULDWLRQV RI LPSOHPHQWHG 3 SURMHF)

the state economic output rate are illustrated in Figure 5 The numbers of P3 projects and non-DB

3 SURMHFWY YDU\ VLIJQL,{FDQWO\ GXULQJ WKH SHULRG EHWZ

JURZWK KDV D VWURQJ ODJJHG LQAXHQFH RQ WKH YDULDWLR!

LQ WKH QXPEHUV RI LPSOHPHQWHG 3 SURMHFWYVY IDOO \

growth. In addition, the growth of state highway balances also demonstrates a lagged effect on the

numbers of P3 projects. While the state highway net balance and the numbers of state highway P3
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SURMHFWY DOPRVW PRYH VLPXOWDQHRXVO\ LQ WKH VDPH GL!
state highway net balance becomes more visible during the period after 2004.

J)LIXUH 7THPSRUDO 9DULDWLRQ RI *63 6WDWH +LJKZD\ )LQDC
+LJKZD\ 3 3URMHFWYV

Source:3XEOLF :RUN Weaws@ieQDataQake, Bureau of Economic Analysis and FHWA Highway
Administration

0(7+2'2/2*<

The dependent variabléssandS DDUH ELQDU\ GXPP\ YDULDEOHYV 7KH ¢UVW
has highway P3 projects, including the DB type. The second denotes whether the state has highway
P3 projects, excluding the DB type. The logistic regression model is adopted for this assessment as it
measures probabilities of P3 implementation as a function of the explanatory variables. The general
PRGHO VWUXFWXUH FDQ EH VSHFL{¢HG DV IROORZV

1

(1) P(P?’ occurs) = 1 + e—(a+b1X1+byXo+-+byXy)

Equation (1) can also be written as:

e(@+b1X1+by X+ ++bX)

(2) P(P3occurs) = 1 + e(@tbyXs+b; Xz ++biXp)

which also equals equation (3) after a log transformation:

P(P3 occurs) _
(3) In (P(P3 does NOT occur)) =at b1X1 + bZXZ + + kak

The left side of Equation 3 indicates the odds that a P3 project is implemented in a state in a
particular year, which equals a linear function of a set of explanatory variables « ;N E
GHQRWHYVY WKH FRHI(FLHQW WKDW QHHGY WR EH HVWLPDWH
logistic regressiof.

121



State Fiscal Constraints

Another important issue when assessing the determinants of implementing P3 projects is the
ODJJHG HIIHFW RI H[SODQDWRU\ YDULDEOHYV 7KLV LV SDUW
D VWDWHYV ¢(VFDO FRQVWUDLQWY RQ 3 GHFLVLRQ PDNLQJ
KLJKZD\ LQYHVWPHQW ZKHQ IDFLQJ D KLJKHU OHYHO RI ¢(VFL
can be indicated by the lag of the state highway net balance.

Public highway capital outlay and economic conditions also have lagged effects on P3 project
implementation. A higher level of public highway capital outlay in previous years implies a higher
OHYHO RI SXEOLF ¢VFDO FRQVWUDLQW LQ IXQGLQJ IXWXUH K
DGRSWLRQ RI 3 /ILNHZLVH WKH LQAXHQFH RI VWDWH HFRQRI
to consider lagged effects, as economic conditions normally do not affect a state government’s
decision making on highway infrastructure projects immediately because of lengthy negotiations
that are common to large and complex P3 deals.

7KH EDVLF PRGHO HTXDWLRQV DUH GH¢{QHG DV

4 p3 = By + Pilagfc + Bylagdebtpc + Pslaghipc + Bilagcappe + Bsgvmtpe + Belgsppc + Brp3law
( ) + Bgccod + Bouh + Piglh + B11gov + ¢

(5) p3a = By + Pilagfc + Bylagdebtpc + Bzlaghipc + filagcappe + fsgvmtpe + Bglgsppc
+ Byp3law + fgccod + Bouh + Biolh + f11g0v + €

7KH DQDO\VLV LV LPSOHPHQWHG LQ WZR VWHSV ,Q WKH
HVYWLPDWHG RQ ERWK PRGHOV ,Q WKH VHFRQG VWHS D FR(
LV LPSOHPHQWHG 7KH SDQHO ¢([HG HIIHFW PRGHO LV QHFH
HIWHQVLYHO\ GLVFXVVHG E\ $OOLVRQ S andS ¢agevhwashed bh GHSH
two occasions for each individual state; second, a few independent variables, such as the growth
of VMT per capita, GSP per capita, highway capital outlay, and state highway net balance, change
VXEVWDQWLDOO\ RYHU WLPH $ SDQHO ¢([HG HIIHFW PRGHO F
effects, which cause such variations.

5(68/76

7KH WZR PRGHOV WKH JHQHUDO 3 PRGHO DQG QRQ '% 3 PRC
regression. The explanatory variables are regressed respectively on the general P3 variable and the
non-DB P3 variable. Regression results are displayed in Table 2.

,Q WKH JHQHUDO 3 PRGHO WKH FRHI¢FLHQW RI WKH ODJ
QRW VLIQL,FDQW EXW WKH VWDWH GHEW SHU FDSLWD LV VYV
0.999, which suggests that a one unit increase of the state debt per capita in a previous year is likely
to cause an equal chance for the state to have or not have highway P3 projects. In other words, the
empirical result suggests that a state’s debt level does not affect state government'’s decision on P3
DGRSWLRQ 7KH FRHI{(FLHQW RI WKH ODJ RI VWDWH JURVV Sl
an odds ratio at 1, suggesting that the variation of the state’s economic output in the previous years
has an equal likelihood for a state government to adopt a highway P3 project or not in that particular
\HDU ZLWK VWDWLVWLFDO VLIQL;{FDQFH

In terms of the control variables, the P3 enabling law variable and the governor’s political
DI¢;OLDWLRQ YDULDEOH DUH VWURQJO\ VWDWLVWLFDOO\ VL.
variable is 3.211, suggesting that if a state has P3 enabling legislation, the odds of having a highway
P3 project in that year increases by about 321%. Similarly, the odds ratio of the governor’s political
DI(;OLDWLRQ FDQ EH LQWHUSUHWHG DV KDYLQJ D 5HSXEOLF
highway P3 project in that year by about 89%.

122



JTRF Volume 53 No. 2, Summer 2014

7TDEOH 5HVXOWY RI 5HJXODU /RJLW 5HJUHVVLRQ

General P3 Model (P3) Non-DB P3 Model (P3a
Odds Ratios Z Score Odds Ratiop Z Score
lag of state highway net balance i i
(ODWIF 0.999 0.99 0.999 0.55
lag of state debt per capita - "
ODJGHEWSE 0.999 -3.00 0.999

lag of highway indebtedness -

obligation per capita ODJKL $ F 1.000 1.04 1.002 2.49
lag of highway capital outlay par

capita (ODJFD S S F 1.000 0.04 1.000 0.24

-0.36

lag GSP per capita@ DJVSSKF 1.000** 1.98 1.000

growth rate of VMT per capita i

(JYPWSF 0.10 0.32
Dominant party in upper house |s i

Republican XK 0.55 0.961

Dominant party in lower house is

Republican Q K 1.286 1.202 0.33
Whether governor is Republican 208 3,663 242
(JRY

Whether state has P3 enabling Sk .

law (S O)D Z 3.211 3.38 2.541

Whether state has “cannot carry

RYHU GH:FERGODZ -0.22 0.635 -0.96
Pseudo R2 0.145

No. of Obs. 624 624
1RWH GHQRWH VLIJQL{¢FDQW OHYHO DW DQG SHUFHQW

The values of odds ratios are found to be similar for the estimates in the non-DB P3 model as
compared with the general P3 model. The only difference is that the highway indebtedness obligation
SHU FDSLWD LV VLIJQL,{FDQW ZKLOH WKH VWDWH JURVYV SURG?
UDWLR LV ZKLFK LQGLFDWHY WKH VWDWH KLJKZD\ LQGHEW &
agency’s decision on adopting P3 for highway projects or not.

6DPH DV WKH SUHYLRXV PRGHO WKH RGGV UDWLR RI WKH
at 2.541. Overall, the model suggests that after controlling for various factors, the variation of state
¢VFDO FRQVWUDLQWY PHDVXUHG E\ VWDWH KLJKZD\ QHW EDC
capita, do not affect the odds of implementing highway P3 projects.

7KH HYWLPDWLRQ UHVXOWY IURP WKH SDQHO ¢[HG ORJLW L
FDUU\ RYHU GH{FLW ODZ" YDULDEOH LV QRW LQFOXGHG EHFCLC
of the general P3 model show that only the lag of state highway net balance variable and the lag of
VWDWH GHEW SHU FDSLWD YDULDEOH KDYH VWDWLVWLFDOO\
RQH VXJIJHVWLQJ WKDW WKH YDULDWLRQV RI ¢VFDO FRQVWL
affect the variation of the odds of highway P3 project implementation on average.
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7TDEOH 5HVXOWY RI 3DQHO )L[HG /RJLW 5HJUHVVLRQ
General P3 Model (P3) Non-DB P3 Model (P3a)
Odds Ratios Z Score Odds Ratios Z Score
lag of state highway net baland " i i
(ODWIF 0.999 191 0.999 1.33
lag of state debt per capita " i "
ODJGHEWSFE 0.999 1.80 1.002 1.85
lag of highway indebtedness .
obligation per capita OD JK L|S Fl.OOO 0.40 1.005
lag of public highway capital o
outlay per capita@ D JF)D S 9 1.002 0.51 1.023 2.59
lag of log GSP per capita
(OJVSSF 1.000 0.64 1.000
growth rate of VMT per capita i
(JYPWSF 0.300 0.40 4.920 0.66
Dominant party in upper housg , 5q -1.04 0.146 -1.36
is Republican KX
Dominant party in lower house| —, »¢ 1.36 11.861% 2.10
is Republican Q K
Whether governor is Republicd 1521 0.91 1,224 0.24
(JRY
Whether state has P3 enabling
law (S O)D Z 0.001 0.00
Year dummy
1999 0.590 0.154 -1.56
2000 0.400 -1.09 0.011%** -2.61
2001 0.408 0.002***
2002 0.935 0.000 -0.01
2003 0.306 -1.10 0.001*** -2.84
2004 0.334 -0.95 0.000 -0.01
2005 0.901 -0.09 0.001*** -2.69
2006 1.510 0.33 0.001***
2.485 0.68 0.001*** -2.43
2008 0.306 0.001*** -2.63
2009 1.003 0.00 0.001*** -2.64
2010 1.106 0.001***
Pseudo R2 0.110
No. of Obs. 312 312
1RWH GHQRWH VLIJQL;FDQW OHYHO DW DQG SHUFHQW
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$IWHU FRQWUROOLQJ IRU LQGLYLGXDO ¢([HG HIIHFWV WKH
SHU FDSLWD DQG SXEOLF KLJKZD\ FDSLWDO RXWOD\ SHU FI
non-DB P3 model. Both their values are about equal to one, suggesting that the variation of state
highway indebtedness per capita and state’'s highway capital outlay per capita in a previous year
KDYH LGHQWLFDO SUREDELOLW\ ZLWK VWDWLVWLFDO VLJQL
to adopt or not to adopt P3s for highway projects. The dummy variable of dominant party in lower
KRXVH LV VLIQL{;FDQW ZLWK D KLJK YDOXH ZKLFK VXJJHVW'
upper house is Republican, the odds of having highway P3 projects implemented in a particular year
increases substantially.

&21&/86,21

3XEOLF SULYDWH SDUWQHUVKLSY 3V DV PHFKDQLVPV IRU W
adopted by a number of states in the United States over the last decade. While a few studies have
VXJJHVWHG WKDW 3V DUH LPSOHPHQWHG WR UHOHDVH SUH
WKH DVVRFLDWLRQV EHWZHHQ 3 LQYROYHPHQW DQG WKH V!
empirically investigated.

7KLY VWXG\ LV FRQGXFWHG WR LQYHVWLJDWH ZKHWKHU V\
DUH PRUH OLNHO\ WR VHHN 3 V IRU KLJKZD\ LQIUDVWUXFW
K\SRWKHVLY ERWK WKH UHJXODU ORJLW PRGHO DQG ([HG H
VFDO FRQVvwWUDLQWY DUH PHDVXUHG E\ WKH VWDWHYfV QHW E
DQG WKH 3FDQQRW FDUU\ RYHU GH¢{FLW"  ODZ GXPP\ $IWHU FI
FRQGLWLRQ OHJLVODWLYH SROLWLFDO DI¢OLDWLRQ DQG KL
ZDV QRW HQRXJK HPSLULFDO HYLGHQFH WR FODLP WKDW D VV
of highway P3 projects. These results are in line with with Geddes and Wagner (2013), which found
WKDW WKH ¢VFDO FRQGLWLRQV KDG OLWWOH WR GR ZLWK VW

We intend to continue the analysis by focusing on the relationship between the institutional fac
tors and their impact on the P3 market in each state. One potential analysis is to focus on detailed
FRPSRQHQWV Rl HQDEOLQJ OHJLVODWLRQ DQG H[DPLQH KRZ
$OVR LW LV SRVVLEOH WKDW E\ HPSOR\LQJ DOWHUQDWLYH
of the states, different outcomes may arise. It may be necessary to conduct in-depth case studies to
GRFXPHQW DQG DLG LQ WKHRUL]JLQJ KRZ VSHFL¢{F HOHPHQW\
G\QDPLFV RI SDUWQHUYV 3ROLF\ PDNHUV ZLOO EHQH ;W IURP
infrastructure investment.

Endnotes

1. The data set includes projects in all stages of development, from those that are in planning,
procurement, or construction now, to completed facilities dating back to 1985. It covers all
forms of transportation, water/wastewater, and social infrastructure projects.

2. 7KH \HDU Rl LPSOHPHQWDWLRQ LV GH¢{,QHG DV WKH \HDU 2Z|
3. Afurther discussion of this approach can be found in Camph (2008).

4. In logistic models, odds ratio measures the ratio of the odds that an event or scenario would
happen to the odds of the event or scenario not happening and provides an easier way to
LQWHUSUHW LQAXHQFHV Rl H{ISODQDWRU\ YDULDEOHV RQ
happen. For instance, assuming an explanatory variable is associated with a 60% chance for the
DGRSWLRQ RI 3 WR ¢QDQFH KLJKZD\ SURMHFWY LQ D VWD)
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ZKHUHDV WKH RGGV RI QRW DGRSWLQJ 3 HTXDOV WR
EHLQJ DGRSWHG YHUVXV 3 QRW EHLQJ DGRSWHG LV
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%XWWRQ .HQQHWK D QUarspoitatiob §htl EMdthiz Déve&opment Challenges
1RUWKDPSWRQ 0$ (GZDUG (0OJDU 3XEOLVKLQJ ,QF .69 1

Transportation and Economic
Development Challenges

E\7 (GZDUG <X

This book is a collection of nine research papers regarding transportation and development from a
meeting of Network of European Communications and Transport Activities Research (NECTAR)

in 2009. Driven by the rapid change in the institutional environment and technology development
related to transportation systems, considerable challenges in transportation planning have emerged.
The introduction chapter by the editors starts from the theoretical foundation of two classic economic
growth models, the neo-classical model and endogenous growth theory, and their implications for
the potential role of transportation in enhancing economic development. Also discussed are the
challenges of identifying the causality between economic development and transportation networks
and of assessing the economic impact of transportation policy given the availability of adequate
data and models. Given the complexity of fully examining the relationship of transportation and
economic development, the editors chose research papers for this volume that offer a wide range of
academic approaches to address the challenges of planning transportation networks.

Chapter 2 discusses the emerging scale of economic and political systems, megaregion and
megapolitans (clustered networks of American cities), resulting from the technological improvement
and globalization trends. The authors provide a clear description of those two new geographic units
and their historical development. The importance of connecting megaregions and interacting within
D PHIDUHJLRQ WKURXJK FRPSUHKHQVLYH WUDQVSRUWDWLRQ

&KDSWHU UHYLVLWYV D FODVVLFDO TXHVWLRQ LQ SXEOI
transportation and economic growth? The author offers a solid discussion on the theoretical and
conceptual frameworks of the linkages between those two and extends the literature review in this
area up to 2009. The potential economic impact of the American Recovery and Reinvestment Act of

$55$ LV DOVR EULHA\ GLVFXVVHG 7KH DXWKRU FRQFOXG
not guarantee economic success, but that the positive stories of the effects of transport investment
are more common than the negative ones.” This is echoed by a recent study that suggests investment
in transport infrastructure does not create direct impact on national economic output in the United
States but encourages the formation of private capital and other public infrastructure, which in
turn supports economic growth (Tong et al. 2014).An interesting perspective of a political issue in
transportation policy-making, political pathologies, is offered in Chapter 4. The author elaborates on
WKH LVVXH RI FRQALFWY EHWZHHQ WKH LQWHUHVWYV RI VRFL}
on transportation planning decisions. This issue of political pathologies in transportation policy is
critical since it may cause a longer-term impact on economic activities, such as trade, given the long
expected life of those transportation infrastructures. The author suggests that institutional structures
play an important role in addressing this political issue in decision making.

Chapters 5 and 6 address the question of the location and distribution of transportation services
under economic development. The optimal number and location of rail stations and their catchment
areas in urban areas is evaluated in Chapter 5. Using the Amsterdam rail system as a case study,
the authors shed light on the importance of balancing the access time to stations and the travel
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time by rail between stations in the decision of the number of stations. Chapter 6 pays attention

to the planning of freight logistics under the surging e-commerce in South Korea. Increases in
online business transactions stimulate transportation demand between businesses and customers and
FKDQJH WUDGLWLRQDO ORJLVWLFV ARZV 7KH DXWKRUV SURS
DGDSWLRQV WR DGGUHVV WKH FKDOOHQJHV LQ KXE WHUPLQI
ARZV

&KDSWHU GLVFXVVHV WKH QHFHVVLW\ RI FUHDWLQJ D
geographic units. Using the German “Guidelines for Integrated Network Design” as an example,
three components are included in the standard: functional structure and associated transportation
networks, quality requirement/criteria for such transportation networks, and assessment of the
quality of service within the networks. Although the data requirements for generating such standards
would be extensive, this comprehensive system of standards could be a means to examine the basic
mobility in a geographic unit for the development of an environmental and economic sustainable
transportation system.

Chapters 8 through 10 use real case studies toillustrate the issues and/or concerns of transportation
SODQQLQJ &KDSWHU SURYLGHV LQVLJKW LQWR WKH FRQALF
(US-51 and US 101) of the Sacramento, California, region. The authors point out an important issue
of the current situation in the nation: how the local/regional agencies make transportation planning
based on the framework adopted by the state/federal agencies in the past. Chapter 9 studies the net
impact of rezoning in New York City on the changes in residential development capacity between

DQG 7KH ¢QGLQJV VXJIJHVW WKDW UH]JRQLQJ KDV D P
capacity of the city with a concentrated increase in the neighborhoods near rail transit stations. It is
crucial to gain a better understanding of the relationship between rezoning and residential capacity
LQ IXWXUH XUEDQ GHYHORSPHQW 7KH ¢QDO FKDSWHU IRUHF
Flanders, Belgium. Seven scenarios of the potential impact of changes in economic growth, policy
decisions, and inland navigations on the demand for waterside industrial lands are conducted using
a freight model. In summary, this volume includes a variety of perspectives regarding the challenges
of transportation network planning under changes in economic and political situations. The reader
is exposed to alternative views when evaluating transportation planning issues in this book. Most
chapters offer a detailed background discussion as well as insights on these challenges or issues,
WKXV EHQH;WLQJ UHDGHUV ZLWK GLIITHUHQW DFDGHPLF EDFN

7KH ERRN ZRXOG EHQH¢ ;W IURP D PRUH UHSUHVHQWDWL)
LQWURGXFWLRQ FKDSWHU WKLV YROXPH EULHA\ FRYHUV 3]
transportation networks.” (pp. 13). Thus, for example a title such as “Transportation Network
Planning Challenges: Alternative Perspectives” may reduce the likelihood of misleading readers
as to the topics covered. Also, although the nine chapters include very diverse approaches and
perspectives to address the topic of accessibility in the transportation network, the effect of quality
of transportation network on economic impact has not been explicitly studied. As Talley (1996)
indicated, spatial accessibility and transportation quality-of-service are important in discussing the
HFRQRPLF LPSDFW RI WUDQVSRUW V\VWHPV 7KLV YROXPH Z
aspect. Finally, the quality of the writing in the book is uneven. Some chapters are well written and
easy to follow, while some experienced issues of repeating information, poor grammar, or lengthy
sentences, which decreases readability and impedes subject comprehension (for instance, the second
paragraph in Section 9.5).
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Transportation Research Forum

Gatement of Purpose

The Transportation Research Forum is an independent organization of transportation professionals.
, WV SXUSRVH LV WR SURYLGH DQ LPSDUWLDO PHHWLQJ JURX
consultants, university researchers, suppliers, and others seeking an exchange of information and
ideas related to both passenger and freight transportation. The Forum provides pertinent and timely
LQIRUPDWLRQ WR WKRVH ZKR FRQGXFW UHVHDUFK DQG WKRYV
The exchange of information and ideas is accomplished through international, national, and
local TRF meetings and by publication of professional papers related to numerous transportation
topics.
The TRF encompasses all modes of transport and the entire range of disciplines relevant to
transportation, including:

Economics Urban Transportation and Planning
Marketing and Pricing Government Policy

Financial Controls and Analysis Equipment Supply

Labor and Employee Relations Regulation

Carrier Management Safety

Organization and Planning Environment and Energy
Technology and Engineering Intermodal Transportation

Transportation and Supply Chain Management
+LVWRU\ DQG 2UJDQL]DWLRQ

A small group of transportation researchers in New York started the Transportation Research Forum
in March 1958. Monthly luncheon meetings were established at that time and still continue. The
JUVW RUJIJDQL]LQJ PHHWLQJ RI WKH $PHULFDQ 7UDQVSRUWDW
souri, in December 1960. The New York Transportation Research Forum sponsored the meeting and
became the founding chapter of the ATRF. The Lake Erie, Washington D.C., and Chicago chapters
were organized soon after and were later joined by chapters in other cities around the United States.
TRF currently has about 300 members.

With the expansion of the organization in Canada, the name was shortened to Transportation
Research Forum. The Canadian Transportation Forum now has approximately 300 members.

TRF organizations have also been established in Australia and Israel. In addition, an Interna
tional Chapter was organized for TRF members interested particularly in international transporta
tion and transportation in countries other than the United States and Canada.

, QWHUHVW LQ VSHFL;F WUDQVSRUWDWLRQ UHODWHG DUHI
WR IRUP RWKHU VSHFLDO LQWHUHVW FKDSWHUV ZKLFK GR C
and Rural Transportation, High-Speed Ground Transportation, and Aviation. TRF members may
belong to as many geographical and special interest chapters as they wish.

A student membership category is provided for undergraduate and graduate students who are
LOQWHUHVWHG LQ WKH ¢HOG RI WUDQVSRUWDWLRQ 6WXGHQW
as other TRF members.
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Annual Meetings

In addition to monthly meetings of the local chapters, national meetings have been held every year
VLQFH 75)V ¢UVW PHHWLQJ LQ $QQXDO PHHWLQJV JHQHL
They are held in various locations in the United States and Canada, usually in the spring. The Cana
dian TRF also holds an annual meeting, usually in the spring.

Each year at its annual meeting the TRF presents an award for the best graduate student paper.
Recognition is also given by TRF annually to an individual for Distinguished Transportation Re
search and to the best paper in agriculture and rural transportation.

Annual TRF meetings generally include the following features:

* Members are addressed by prominent speakers from government, industry, and

academia.
e Speakers typically summarize (not read) their papers, then discuss the principal
points with the members.
¥ OHPEHUV DUH HQFRXUDJHG WR SDUWLFLSDWH DFWLYHC
allotted for discussion of each paper.
* Some sessions are organized as debates or panel discussions.
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